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Abstract

A new approach to estimating motion of a highly maneuvering aircraft
H target in an air—to-air tracking scenario is presented. An interacti ve

filter system is developed which provides an improved estimate of target

motion states by conditioning kinematic filter estimates upon target

aspect angle data . Pattern recogniti on techniques used wi th an electro-

F optical tracker are presumed to provide this target aspect information .

A target orientation filter processes the aspect angle measurements by

statistically weighting measured aspect angles with the current best

estimate of target kinematics . The aerodynami c lift equation is used to

relate approximate angle of attack to target velocity and acceleration.

A novel statistical model for aircraft target normal accelerati on is

also developed to better represent unknown target accelerations . Simu-

lation results of realistic three—dimensional scenarios are presented to

evaluate the performance of the Interactive filter system.

x l i
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I. Introduction

1.1 The Pointing, Tracking and State Estimation Problem

The subject of treatment in this dissertation is the general class

of estimation and control problems known as “pointing and tracking ,” and

in particular pointing and tracking against a highly maneuvering aircraft

target. The ability to align some observer-based coordinate frame

relative to the .ltne-of—sight (LOS) to a target (pointing) and to main-

tain that alignment as the target moves (tracking) depends , among other

things , on the observer ’s certainty of the target’s motion behavior .

The degree of certainty in an observer ’s knowledge of target behavior Is

a function of three variables : (1) believability of the observer ’ s

sensor systems , (2) the degree of coupl ing between the parameters

measured and those about which knowl edge is desired , and (3) the un-

certainty in the target ’s behavior between observations. The extreme

case of continuous observations of all the desired parameters with

perfect sensors clearly yields no uncertainty in current target behavior.

The more practical case Is that of periodic measurements of some related

parameters with imperfect sensors .

It was this latter case which motivated the use of the mathematical

science of estimation theory. In this theory, statistical model s are

proposed to account for uncertainties in each of the three areas. The

product of this theory, the estimator, accepts observations of pertinent

parameters, relates these to the desired states of interest, accounts
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for the likely movement of states between these observations , and even

attempts to model the uncertainty In Its own ability to estimate the

states of interest.

Given a particular sensor system with its known or assumed charac-

teristics and location, the questions raised in (1) and (2) above can

readily be resolved . One of the principal probl ems in pointing and

tracking, and addressed by many investigators , is that of (3) a bove ,

improving accuracy and responsiveness of the estimator in a setting of

uncertain dynamics of the target .

A distinction can be made between targets with “known ” dynamics

(except perhaps for unknown parameters), and targets with “unknown”

dynamics. The usual choice of one of these two classes for the target

depends on the uncertainty in the equations describi ng the target ’ s

state. An object moves in a medium in response to forces acting upon it.

In most practical probl ems, those forces are either reasonabl y wel l

understood and directly observabl e, or reasonably wel l understood but

not directly observable. These two cases are illustrated by the

following exampl es. A non-thrusting , earth—orbiting satellite has well-

model ed dynamics , even though there are many small unmodel ed disturbing

forces acting on it , because the dominant forces are known . Once the

satellite orbit has been determined , prediction of future position Is

l imited primarily by the effects of these small perturbing forces. The

satellite Is said to have “known” dynamics. As another exampl e, an air-

craft maneuvers through the air controlled by movable surfaces on its

airfoils. The dynamic behavior of the aircraft is wel l -model ed if these

airfoil surface positions are known , as on an instrumented aircraft.

There are still unmodel ed uncertai nties , but the domiflant forces are

known. This cooperative aircraft has “known” dynamics . If, however, 

~~:_
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the control surface positions are not observabl e, such as on an uncoope-

rative target, the mathematical equations which had modeled the dynamic

behavior would no longer be appropriate. The uncooperative aircraft

target would then be classified as having “unknown” dynamics even though

some parameters of its motion through the air are still observable.

Unknown dynamics can mean a large uncertainty in the nature of the

dominant forces causing the dynamic behavior , but it usually means that

the dominant forces are not observable.
-I

One of the most common techniques for model ing target behavior ,

when dynamics are “unknown,” is based upon the principl e that kinematic

parameters, such as velocity and acceleration , are time—correlated . The

dynamic model s discussed below treat the target as a point mass, thus

restricting the description of target motion to kinematics of the center

of mass. Fitts [15] assumes that the relative motion of the target under-

goes a random acceleration in each inertial axis, i.e.,

= ~1(t) I = 1, 2, 3 (1 —1)

and that ~1(t) is time-correlated, i.e.,

= -w~~1(t) +~~~(t) (1- 2)

where ç(t) is white noise, and

E [~1(t)~~(t+r)] = a~~ 2e~~ 0 I T t  (1-3)

Singer [46] reduces the set of differential equations (1-1) and

(1-2) to difference equations,

xj(tk+l ) = A (~T,w0) xj(tk) + Wj(tk+l ) (1-4)

tk+l = tk + t~T, 1= 1, 2, 3 (1—5)

~~~~~~~~~~~~~~~~~~~



1 t~T

A(~T,w0) = 0 1 .~1 (l_e~~0~
T) (1-6)

0 e~~oAT

and
tk+1 r0 1

~i (tk+1) = A(tk÷l -T,wQ) 10 J dT (1-7)
k IWT)]

This set of equations reduces , f:r small sampling intervals ~T , to

~.i
(tk+l) = .A(i

~
T)xl (tk) + I (1-8)

[_j(tk+1)J

where

1 AT

A(~T) = 0 1 ~r (1-9)

0 0 1

and E [~.i(tk)~.i
T(tk)] reduces to

0 0 0

Qj(t k ) = o o o (1-10)

0 0 2w~~Tci~
2

Singer asserts that a suitable probability density for each compo-

nent of total acceleration of a maneuvering target is as sketched below.

4



-- --—“
-
---.

~~~~
- .--

p
0 1-(P +2P )

if ~~~~~~~~~~~~~~~~ 

p

_A
max 0 Ama a

Fig. 1-1. Singer Model For Target Acceleration Probability Density

The target is assumed to undergo no acceleration with probability P0,

undergo maximum acceleration with probability 
~max in either direction ,

and exhibit accelerations between limi ts 
~
Amax and Amax according to the

appropriate uniform distribution.

Perhaps a more realisti c probability density function (pdf) for

maneuvering target acceleration is proposed by Kolibaba and Asher [29] as

sketched in Fig. 1-2. Unfortunately, neither this pdf shape nor the

one proposed by Singer is exploited in their filter implementations.

In~tead, only the variance is extracted and acceleration noise is model-

ed as a zero-mean , time-correlated, Gaussian process.

Other investigators have modeled target acceleration as time-corre-

lated random processes. Landau [31] models total target acceleration

as a first-order Markov process, while Pearson [41], in considering a

range/range rate estimator, allows that the component of total target

—-— ------ -..----- -~~- —— -—
- -- ------ .- --- -
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(a)

A a
- max - max Amax max

2 2

FIg. 1-2. Kol ibaba Model For Target Acceleration Probabi l ity Density

acceleration along the line-of-sight is adequately modeled as first-

order Gauss-Markov .

Consideration of relative target kinematics, with respect to a line-

of-sight coordinate frame, often leads to a direct estimation of range

and range rate with these states as observations [15] [41] [46]. The

follow i ng is one such formulation .

= 1,, (1-I l)

V = 
~~~~ + - a1 (1-12)

r r

~
Tr 

= 

~~~~~ 
+ W (1-13)

where

2 = 2 + 2U W 1~~~~ W i~~~~ (1—1 4)
e

6
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WiS ‘ wis = attacker-to—target line-of-sight rates about the e and
e d

d (cross-range , east and down) LOS coordinates

= total target acceleration along the LOS
r

a1 
= ownship acceleration along the LOS

r
Ta 

= correlation time of the random acceleration process

= white noise driving the acceleration random process

Note that LOS angle rate appears as a parameter in the kinematic equation

for the radial component of relative target velocity . This line-of-

sight angle rate can be provided from a separate angle fi lter whose

observations are azimuth and elevation pointing errors. This leads to a

beneficial , interactive exchange of information , as the angle filter

needs estimates of range and range rate in its formulation . Note also

in the foregoing formulation that the LOS component of total target

acceleration Is modeled as a first-order Markov process.

The usual formulations whi ch model total target acceleration assume

the availab i l ity of ownshi p e~.celeration. An alternative approach was

proposed by Farrel l , et al [14], in which incremental ownship INS veloc-

ity change since time tk~ 
q, is modeled in the state dynamics by

rq(t-t )1
x(t) = [~

(t,tk)] ~~ 
- 

j•~
q k j (1-15)
0

where

R, relative position

x = v , relative velocity (1-16)

total target acceleration -

7
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V I a. ‘t T ~j 4 .  ~. ~2 T

~3x3 ‘‘‘k’ ~3x3 
2
~

L
~~kI 

1
3x3

• (t ,t
k
) 

& ‘3x3 (t—t k ) ‘3x3 (1—17)06x3
°3x3 513x3

and

6 = Exp {— (t_t k)/Ta)t - 
t~tk (1-18)

This is a reasonable approach since pulse torque ioop accelerometers

provide a pulse rate which is proportional to acceleration. This, q may

be determined by counting pulses . Observations for this filter are

assumed to be range, azimuth and elevation angles .

The expectation that the target is maneuvering does not imply that

the mathematical description of the problem must necessarily model tar-

get acceleration in order to achieve satisfactory results in motion

estimation. However, neglect of any attempt to model acceleration will

imply a preference for constant velocity trajectories. For the formu-

lation in which position and velocity are estimated from range measure-

ments only [19], the dynamics (one dimension only) are given by

x(tk+l) I T x(tk) T2/2
= + w(tk) (1—1 9)

0 1 k(t k) I

z(t k) = [1 0] Ix(t k)l + v(t k ) (1-20)

L~
(t k)J

where T is the sampling interval. w(•) accounts for error created by

this truncated expansion which neglects acceleration and higher order

terms. Note that if the model uncertainty term, ~j , were zero, then 
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(tk) for all k, which implies a constant velocity trajectory.

Clearl y, uncertainty in target motion varies wi th the trajectory.

A target in straight and level flig ht is more predictabl e than one which

is rapidly changing its motion. An estimation algorithm is typically

tuned to provide acceptable performance over an ensembl e of trajectories,

thus compromising between overdependence on the dynamic model which pro-

pagates the states between observations and overdependence on the raw

measurement data. A maneuvering target is generally attempting to change

its direction of travel , a premise which motivates the notion of adapt-

ing the filter in response to detected maneuvers . The adaptive esti-

mation problem becomes first, one of detecting and declaring the maneu-

ver, and second, one of adapting the filter parameters properly.

Adaptivity can be built into the tracker in several different ways.

McAulay and Denlinger c38i used statistical decision theory to derive an

optimal test for detecting the aircraft maneuver; a more practical sub-

optimal test is then deduced from the optimal test. When no maneuver

has been declared , a simpler filter, based on a constant-velocity model ,

is used to track the aircraft. When a maneuver is detected, the tracker

is reinitialized using stored data, up-dated to the present time , and

then normal tracking is resumed as new data arrives. This is a form of

limi ted memory fil tering.

Hampton and Cooke 09] cons truct an adaptive filter which alters a

scalar parameter in the filter algori thm, with the adjustment having

the effect of creating a fading memory in the algori thm itself.

Heller 120J uses a tracker wi th a random input acceleration covari—

ance matrix, Q, whose elements increase when a maneuver is declared.

When the target is traveling In a straight line , the elements of Q are

9
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reduced. The detection of a maneuver is based on simultaneous satisfac-

tion of criteria requiring measurement error residuals to be sufficiently

large and a given number of errors to be of the same sign . This tech-

nique results in a time delay in declaring a maneuver , a disadvantage

it shares with many other maneuver detection schemes.

Demetry and Titus L3 OJ achieve satisfactory adaptation by observing

build -up in the predicti on difference term (measurement residual).

When two or more consecutive differences are of the same sign and outside

the limits of a 3c~ gate, the target is declared to be maneuvering. To

recover from the bias introduced by such a maneuver, the raw oL servation

data must be weighted more heavily than would be the case if subsequent

fi lter gains were taken from the routine gain schedule , i.e., there is

a backsliding in the gain schedule. Reprocessing of the n most recent

measurements is then accompl i shed , where n i s the number of differences

upon which the bias detector bases its maneuver decisions. The n most

recent measurements have been stored for thi s eventuality . The data is

reprocessed by basically going into the gain schedule at a point where

the relatively high gains of the early part of the schedule are brought

to bear on the most recent measurements, those thought to be taken dur-

ing a target maneuver. The reprocessing continues until the n most

recent measurements are reprocessed, whereupon normal filtering and

maneuver detection processes are resumed . The fi l ter gain , however, is

not restored to its premaneuver point in the schedule , but proceeds

sequentially from the backstep point.

in
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1.2 A New Approach

The target behavior models discussed in th’~ previous section were

based on kinematic considerations. Dynamics of flight were not a part

of these models because no observations were assumed to be avai lable

which relate to target orientation. The physics of flight , however ,

dictate a significant degree of coupling between an aircraft ’s orienta-

tion in the atmospheric medium and its consequent motion through it. The

coupling is so pronounced , in fact , that several general coments suma-

rize this relationship over most realistic fl i ght regimes:

(1) The velocity of the aircraft is nearly along its longitudinal

axis, the offset being angle of attack and sideslip.

(2) Domi nant accelerations (lift) are normal to the velocity vector

and nearly normal to the wings.

(3) Positive lift is more likely than negative lift due to both

pilot physiological factors and to structural loading design.

(4) Accelerations in the velocity direction (drag/thrust) are

- generally smaller in magnitude and of shorter duration than

the lift (normal) accelerations. 
-

(5) Angle of attack is nearly proportional to the magnitude of

normal acceleration, and inversely proportional to the square

of the speed.

With such a significant coupling between acceleration and orienta-

tion , a new approach to estimating aircraft target states which exploits

this coupling appears reasonable. This new approach uses postulated

target orientation measurements together wi th standard measurements of

relative range and angles . An integrated fi lter is then designed to

estimate both target orientation and the target kinematic states of

vector position , velocity and acceleration simu l taneously. Finall y, a more

i i
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realistic statistical model of the target’s normal acceleration is devel-

oped and incorporated into the estimator.

Simulation studies conducted with this new estimator design show

that the response time for estimating the changi ng target accelerati ons

is greatly reduced from cases i n which the orientation information is not

incl uded . This not only provides a much more accurate state estimate

and predictive capability in highly dynamic engagements, but it also

provides much lower estimation residuals. This , in turn , would help

prevent breaking lock in dynamic tracking situations.

Although hardware mechanizations are not specifically considered

in the research study, it is noted that the ability to obtain such tar-

get orientation measurements as presumed by the estimator is within

the projected state of the art. The advent of precision electro-

optical (E-O) trackers combi ned with the appropriate pattern recognition

(PR) methodologies (e.g., [12], [44], [48]) make the concept technically

feasib le.

The air-to-air pointing , tracking , and state estimation problem is

one of a class of problems in which the object being observed has a

signifi cant degree of coupling between its motion and its orientation .

Other objects wi th this characteristic include missiles and ships . Table

I compares the pertinent characteristics of the interactive air-to-air

estimator with those of a generic problem in this class. A comparison of

this kind underscores the basic nature of the problem , i.e., the require-

ment to estimate the kinematics of a moving object such that its motion

through the medium and its orientation in the medium are physically

coupled . The problem assumes also that the kinematic description can be

given a reasonable mathematical model and that ongoing measurements of

12  
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both motion and orientation of the object are available.

Table I. Comparison of Air-To-Air To Generic Problem

GENERIC AIR-TO—AIR

1. A movin g object whose motion 1. A target aircraft whose
relates In some way to its velocity is “nearly” along
orientation in the medium its longitudinal axis and
of travel , whose acceleration is

“nearly” along its normal
axis.

2. Some description of the 2. Differential equation which
dynamics of motion, models the kinematics and

dynamics of airplane fl ight

3. Ongoing measurements of 3. Periodic measurements of
motion parameters . radar range , range rate ,

line-of-sight angle and
ra te.

4. Ongoing measurements of 4. Periodic two-dimensional
object orientation, target images from E-O

sensor.

5. Reference coordinate 5. Stabilized platform onboard
system of known position pursuit aircraft.
and orientation. -

13



1.3 OrganIzation of Remaining Chapters

This introduction has motivated the potential for interaction

between kinematic and aspect state estimation. With this motivation

established, the remainder of the dissertation develops a particular

formulation for an interactive filter system and evaluates its perfor-

mance over a variety of test conditions .

Chapter II develops the mathematical basis for both the kinematic

and aspect Kalman fi lters. It also presents a computational algori thm

to implement the interactive fil ter on a computer. A performance

analysis plan is outl ined in Chapter III which structures the areas and

methods for investigating intrinsicperformance of the interactive filter,

and performance as it compares to that of a typical comparative filter

system which uses radar measurements only. The results of this per-

formance analysis are presented and di scussed in Chapter IV. Chapter

V considers several techniques for reducing the computational burden in

implementing the interactive filter system on an operational computer.

Included are the topics of parallel processing , l inearization, scalar

processing of measurements and quasi-static fi l ter approximation. Con-

clusions are drawn in Chapter VI on the success and shortcomings of this

interactive filter system in modeling the behavior of the chosen class

of maneuvering targets. Finally, recommendations for future research

are also descri bed in Chapter V I. Detailed graphical resul ts are placed

In Appendix A for centralization and to make the text more readable.

The remaining four appendices are Included to elaborate upon pertinent ,

specific areas which , for the sake of brevity and continuity , were not

included in the text.

i~~~~~~~~~~~~~~~~~~i
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- II. Interactive Target State Estimator

2.1 System Description

The target state estimator developed and evaluated in this disser-

tation is based upon a model which couples the separate concepts of

target motion and target orientation In a unique manner. Only targets

wi th some degree of motion/orientation interaction can be so modeled.

Clearly, a uniform non-rotating sphere in motion through a medium lacks

this interaction entirely since its motion is independent of its orien-

tation and vice versa. Other classes of potential targets such as air-

craft, -missiles and ships exhibit this interaction to a significant

degree.

One of the important issues in formulating a pointing and tracking

problem Is the choice of a mathematical model for target behavior. In

one particular class of targets, that of high—speed fighter aircraft,

the target is generally highly dynamic and has considerable latitude in

its orientation and subsequent motion. Also , target kinematics and

orientation are only indirectly available through observations from the

tracking aircraft, sometimes designated as “attacker” or “ownship ”. The

description of kinematic uncertainties becomes an important element in

the process of model ing target behavior.

The high-speed fighter aircraft will represent the class of targets

considered for the approach subsequently developed . A brief analysis

of its dynamic characteristics follows . Fig. 2-1. shows the Instantaneous

15
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roll (x) , pitch (y) and yaw (z) axes of an aircra ft . Roll , pitch and -

yaw are the angular rotations about the respective axes, positive in the

right-hand sense. The direction of motion is along the velocity vector

which is offset from the roll , or longi tudi nal , axis by the aircraft

angle of attack , aa (subscri pt “a” for attacker , “t ” for target).

I

\
C(a Attacker ~~~~ of attack

-fl N -

- 
- - V~~~~~Vacter

z

Fig. 2-1. Ai rcraft Body Axes

Except for airspeed changes and uncoordinated turns [in which the lateral ,

or y, component of velocity is non-zero; may be intentional , as with direct

side force application for control configured vehicles (CCVs)], the direc-

tion of load acceleration generally lies normal to the velocity vector in

the plane of the velocity vector and the instantaneous yaw axis. (Load

acceleration, a vector quantity useful in describing motion of bodies trav-

eling in a gravi ty force field , is acceleration minus the gravity vector, and is

sometimes designated as specific force.) The mechanical structure of

the ai rcraft, as well as the human pilo t, is capable of undergoing

16



considerably greater acceleration along the negative yaw axis than

along the positive. The modern F-15 jet fighter , for example , has

acceleration limi ts of 9g in the negative yaw direction (up) but only

3g in the positive yaw di rection (down)[50J. Any acceleration model

which attempts to structure a realistic probability envelope about the

target should reflect this asymmetric behavior of normal load acceler-

ati on.

The proposed interactive target state estimator is shown in Fig.

2-2. The sensor subsystem provides measured motion data to the kine-

matic state estimator. This data is representative of modern airborne

radar systems—-range, range rate, azimuth and elevation angles and angle

rates. Angle rate measurements are not essential but can be used if

available. If not available directly, as from rate gyros, angular

rate data is sometimes achieved by pre-filtering angle measurements.

The sensor subsystem also provides two-dimensional imagery data to the

pattern recognition algorithm. The imagery data is of the target as

observed from the attacker and hence is in a pl ane perpendicular to

the target line-of—sight , designated as the image plane. The function

of the pattern recognition algorithm is to deduce from the two-dimen-

sional Imagery, the orientation of the three-dimensional target relative

to a coordinate system wi th an axis perpendicular to the image plane .

The target orientation is specified as Euler aspect angles relative to

the image plane coordinate system. By knowing the orientation of the

image plane frame relative to the inertial frame, these angles can be

transformed to Euler angles relative to the inertial frame. They are

then filtered to reduce sensor and process noise. Thus the target

orientation becomes known relative to the inertial frame.

- 7
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Di rection of normal load accelera tion is extracted from thi s best

estimate of target orientation and is provided to the kinematic filter.

The kinematic fi lter uses this normal load accelera tion di rect ion to

enhance its estimate of target position , velocity and acceleration

relative to the attacker. Ownship velocity and acceleration are added

to these relative estimates to obtain estimates of total target kine-

matics. Approximate target angle of attack is computed from total

target velocity and acceleration (to be discussed later). This approx-

imate angl e of attack is combined with target velocity and acceleration

information to form a measure of target orientation as derived from

kinematics . This aspect data is then provided as a measurement to

the aspect angle fi lter as indicated by the feedback path in Fig. 2-2.

This interac tive exchange of information, as will be demonstrated in

this disser tation, prov ides an est imate of target k i nematics that
exceeds the performance capabilities of filters which do not explo it
orientation information. -

-

The target state estimator computes in the inertially stabilized

coordinate frame in the attacker aircraft. This frame is assumed to

be -aligned wi th an earth-fixed frame which , for the short duration of
the encounter , is considered to be inertial .

The target tracker is assumed to be inertially stabilized. Angle

and angle rate measurements of the target pos iti on are referenced
directly to the inertially stabilized frame, thereby eliminating

additi onal Intermediate transformations i nvolving the attacker body

reference frames. This simplifying assumption lessens the computation-

al burden for the simulation , but does not degrade the demonstration

of feasibility for the fi l ter system. The derivation of pertinent

19 
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coordinate transformations is in Appendix B. The detailed mathematical

model is formulated in the follow ing section.

2.2 Mathematica l Formulation of Target Kinematic Model

2.2.1 Dynamic State Equations. This section derives the equations

which model the target kinematics. The underbar (_) indicates a random
variable or random process while the overbar ( )  indicates a vector

quantity . The subscri pts t, a and I refer res pectively to target ,

attacker and inertial systems. Thus, “t/a” denotes a relative parameter

of the target with respect to the attacker. Superscripts refer to the

coordinate system in which the vector is expressed. The inertial x’,

y’, z’ axes are north (n), east (e), and down (d), respectively.

The veloc ity of the target rela ti ve to the attacker is modeled

by setting the time rate of change of target position relative to the

attacker equal to relative velocity~ Expressed in inertial coordinates,

this is

— I
ft/a 

= 1t/a (2-1)

The followi ng equation for relative acceleration uses knowledge of

ownship acceleration . It also allows the dominant normal acceleration

term to be modeled separately from the remaining lateral and tangential

accelerations. The advantage this feature holds over the usual first-

order Markov model will be pointed out during the remaining discussion .

Target relative acce leration is modeled as

— I  I I I TI
!t/a 

= 

~~~ N 
+ 

~~~ 

+ - Va/i + 

~~ cc 
- 

- (2-2)
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where

= component of total load acceleration which is along the

normal direction , i.e., normal to the velocity vector in

the plane of the ve loc i ty vector and the instantaneous yaw

axis. Modeling of the magnitude of ~~ (I~ I or 
~~~

) wi ll

be discussed later in this section .

— gravity vector assumed to be in the +z1 di rection (sometimes

called “gravitation ” , i.e., force due only to mass attrac-

tion).

= correla ted noise process wh ich models the rema ining

(lateral and tangential) acceleration of the target. The

lateral and tangent ial accelera tion (i .e. , having no com-

ponent along the normal load acceleration - direction) will

be termed “non—normal” acceleration.

~a/I 
= attacker total acceleration which is available from an

inertial navigation system (INS). INS errors are assumed

neg l igible after compensation is done elsewhere. The

inclusion of the- white noise term 
~
1acc cou ld , of course,

account for a s imple model of INS errors . More elaborate

INS error models could be added to this model if deemed

- 

- necessary.

!acc zero-mean Gaussian white noise process to account for Un-

correl ated errors in ~I. It also accounts for model ing

errors In both direction and magnitude of ~~~~~, and any other

inadequacies of the model for relative acceleration.

The gravity vector j  -is necessary in this formulation to offset

the apparent acceleration component introduced from the gravity force

21
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field. A pi lot would sense the same apparent acceleration cues in

straight and level flight (no acceleration) in a one—g gravity force

fiel d as an actual one—g normal acceleration in a no-gravity environ-

ment (e.g., in space travel). This concept is also illustrated by con-

s idering an aircraft in a constant al ti tude, banked turn . In this type

maneuver , there are horizontal velocity changes but there is no accele-

ration in the vertical direction . Figure 2-3 illustrates that with con-

stant airspeed in a coordinated turn , the pi lot senses a normal load

accelera tion related to the bank angle by the equation

Ia N I cost 
- (2-3)

and that

= aN + ~ (2-4)

Fig. 2-3. AI rcraft Load Acceleration in Level Turn

2~
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The predominant target acceleration i s the normal term, so non-

normal acceleration will be generally small. Modeled as a random pro-

cess, non-normal acceleration will likely be synunetrically distributed

since it models a small perturbation from the predominant normal accele-

ration term. It will also likely exhibit the time-correlation property

characteristic of kinematic parameters of moving bodies . Hence, a

suitable model for non-normal acceleration is the first-order Gauss-

Markov process ,

1 I5a = -—6a + W
1 (2-5)T

~a —~a

where

is the process time constant, assumed the same in all three
inertial directions , and

is a zero-mean Gaussian white noise process of strength qI,

i.e., no apriori knowledge Is assumed of correlation among

inertial components of non-normal acceleration .

The choice of values for 
~‘~a and strength for the noise process

will be decided during the tuning process. initial estimates of

these parameters should consider the dynamics of aircraft flight.

High-speed maneuvering aircraft generally hold a particular maneuvering

configuration for no more than several seconds but can alter their atti-

tude significantly in less than a second. A time constant of one second

is not an unreasonable estimate at which to begin the tuning process.

Non-normal acceleration includes air-speed changes and lateral accele-

ration due to wind gusts and uncoordinated turns. It is reasonable to

expect these acceleration cor,trlbutlons to be small since the predomi-

nant acceleration is normal to the velocity vector. Changes in

23
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non-normal acceleration of one-half g or more duri ng one second are not

likely to occur so tuning will begin at a noise strength corresponding

to this value.

Continuing with the discussion of Eq (2-2), the normal load

accelera tion is modeled as a vector whose di rection i s prov ided by the

aspect angle filter and whose magnitude is modeled as an asymmetrically

distributed , time-correlated random process. Asymmetry of the probabil-

ity density function (pdf) for normal load acceleration magnitude can

be synthesized by forming ~~ as a deterministic , non-linear function of

an intermediate time-correlated zero-mean Gaussian random process. In

this manner, the intermediate Gaussian random process can be propagated

directly as a first-order Gauss-Markov process. This technique allows

to be propagated indirectly and thus maintain a specified asymmetri-

cal pd-f throughout the estimation process. Besides the utility of

al low i ng propagation of the asymmetric pdf, the particular non-linear
function chosen allows synthesizing a hard limit -in acceleration magni-

tude, a feature not possible wi th the simpler Gauss-Markov model. This

non-l inear model is discussed below.

The magnitude of l oad acceleration in the normal direction can be

modeled by
= ~ + Be~~- (2-6)

where

~~, 8, y are constant for a particular class or type of target air-

craft, -

is a zero-mean Gaussian colored noise process with unit

variance.

denotes the magnitude of the bidirectional normal load

acceleration vector Including the sign , I.e., a negative

L 
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realization for ct+8e1~ i ndi cates a load accelerat ion along

the negative normal direction . The first order pd-f for

is derived in Appendix C and is given by

[v’21 r ~
aN-c*t] exp ~i{!ln(

N 
)]~~~~ 

aN.’a 
> ~~

p (a) = (2-7)
a -a

,— .~ -

Parameter a tends to represent a maximum acceleration limi t while both

~ and y affect peakedness. The pdf is sketched in Fig. 2-4 for partic-

ular values of a, sand y. This particular choice of target parameters

produces a first-order pd-f of normal load acceleration magnitude which

is typical of modern piloted aircraft in evasive maneuvers. In this

typical case, a hard limi t occurs between 7 and 8 g’s, typical maneuvers

are at 3-6 g ’s, and there is an occasional negative-g maneuver of small

magnitude. In an operational setting , target parameters a, B and y

could be selec ted at the Initiation of the engagement to match the known

character istics of the particular target . If the target type were not

known, a set of parameters for a generic fighter would have been selected

before beginning the engagement. Some pdf plots using other values of

these target parameters are shown later in Chapter III , Performance

Analysis and Computer Simulation.

Finally, the intermediate random process , c , from Eq (2-6), is

modeled as first-order Gauss-Markov (State 10),

(2-8)

Then not only can be propagated Indirectly through c and maintain

25
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its asymmetrical pdf , but because of the exponential correlation for

wi ll also have exponential correlation (biased). In this model ,

W is a zero-mean Gaussian white noise process. Also , since c is to

have unit var iance , the variance of is set to the value 2/T
~~~~
. (See

Appendix C.)

With the dummy variable c so modeled , the autocorrelation of
has the form

Ra CT) = C1 + C2 exp [C3 exp (-I- rI/r)) (2-9)
—N

where

C1 = a2 
+ 2aBe~

12

C2 = 8~e~
2 

(2-10)

C3 
= y2

If C3 is small (e.g., y< 0.5), this may be approximated by

Ra (t): C4 + C5 exp (—kIft~
) (2—li)

-N

where

C4 = C l +C 2 -

(2-12)
C5 = C 2C3

The normal load accelera tion component, like the lateral and tangential
accelerat ion components , exhibits a near-exponential correlation as
woul d be the case if it had been modeled as simply a Gauss-Markov pro-

cess. Current acceleration models display this characteristic but

symmetry of the pdf is generally their shortcoming. Also note from Eq

(2.ll)that t
C 

is the time constant governing the correlation of~~~.

Finally, note that the bias term C4 results from the asymmetry of the

pdf for-~~ , and corresponds to the square of the mean of which Is

26
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given by
2 ,~,

M = a+ B e~
’” (21 3)

Additional details of the autocorrelation for 
~N 

are conta ined in

Appendix C.

> 
.3•

_  1 1 1 1 1

-2 -1 0 1 2 3 4 5 6 1 8
NORMAL LOAD ACCELERATION MAGNITUDE ~g’s)

Fig. 2-4. First Order Probability Density Function For

Normal Load Accelerat ion During Evas ive Maneuver;

y 0.5

An alternative approach would be to model as a nonzero-mean

first-order Gauss—Markov process. Some details of this alternative

approach are discussed in Chapter V. although no comparison of performance

has been made with the above technique.

Eqs (2-1), (2-2), (2-5) and (2—8) form the ten-state non-linear

propagation model . An extended Kalman filter algorithm is chosen over

a higher order non-linear fil ter for ease in impl ementation. The

equations are summarized below for future reference. 
-

= 
~~~~~~~~~ 

+ GW (2-14)
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where

= {2.tjia 2t/ae 
2t/ad ~-t/a 

it/ae —t/ad ~Sa ~Sa ~Sa c]T (2-15)

x4

x5

x6
YxlOg(a+Be )(1N)fl + x 7 - U

1

YxlOg(a+Be )(lN)e + x8 - U2 . 
-

.rx 10g(a+~e )( 1 N)d + x9 + 9 - u3
= (2-16)

~~L x7

~~~~~~~Xg - 
-

1
~~

— x 1O

and

= 

[~aii~ 
Va/I a/Id] 

(2-17)

g = magnitude of acceleration due to gravity which Is assumed constant at

32.17 ft/sec. ii consists of the north, east and down components of total

attacker acceleration, assumed available wi th negligible uncertainty.

The target aspect is changing as the kinematics are changing, i.e.,
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the target aircraft is changing Its orientation in order to direct the

predominant normal acceleration vector and thus effect a trajectory which

will evade the attacker. However, the time constant for aspect changes

is generally significantly larger than the sampling interval . For this

reason , the normal load acceleration unit vector components (1N)n) ~
1N~e’

and are considered deterministic functions of time, and approximated

as constant over a sampling interval. A possible extension to this re-

search would be to investigate performance using a piece-wise affine,

rather than piece-wise constant, unit vector determination. This might

be particularly beneficial if the pattern recognition algorithm is capable

of determining angular rates, an assumption not made -for the generic
algorithm supposed in this research.

The Gauss ian, zero-mean whi te noise components are combined into
vector form as

= 

[~v~ ~LVe ~
Vd ~5a~ ~~

ae —sad 
w ]T  (218)

G is given by

10 (3x7)] -

G = I  I (2-19)
~I ( l x l )j

and

E [W(t) WT(t+~)~ = Q 5 ( t)  (2-20)

Stationarity of model noise is assumed here for simplicity. Q is

assumed diagonal. A1s~, no pseudonoise Is added to position derivative

equations. This could be added if additional fine-tuning of the filter

were desired. Q component values are tabulated in Appendix E .

— 
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2.2.2 Measurement Equations. The attacking aircraft is assumed to

be equipped with a modern radar system providing the followi ng measure-

ments (Refer to Figure 2-5): range, r (distance to target); range rate,

r (time rate of change of range); azimuth angle , ri (measured from north

in the horizontal pl ane); elevat ion angle, ~ (measured up from the

horizontal plane); azimuth angle rate , i ; and elevation angle rate , L

Target

Attacker 
_________ North

East
Down

Fig. 2-5. Measurement Geometry -

Each measurement is assumed noisy and Is modeled as being corrupted with

zero-mean Gaussian white noise , ~~. This choice for a radar noise model

is often made and is reasonably valid for many applications . However , a

possible extensi on of this research would be to define a more realistic

(i.e., more complex) radar noise model and compare filter performance

using the two different models. The measurements can be related to the

states defined In Eq (2-15) as fol lows

- ~~(j) +~~~ (2-21 )
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2x5

+x3x6 (2-22)
1I~~~~) = r = (x 1

2+x
2
2+x

3
2)½

x1x5-x2x4
- x1

2+x2
2

• x3(x 1x4+x2x5)-x6
(x

1
2+x2

2)

-. 

(x 1
2+x

2
2+x

3
2)(x

1
2+x

2
2)½ 

-

E [-i (t1I~
T
(t~)] = 

-

Stationari ty of measurement noise Is assumed for simplicity. R is also

assumed diagonal . More realistic models may be added if dictated by a

particular Implementation . R component values are tabulated in Appendix E.

2.3 Mathematical Formulation of Target Aspect Model

The attacker is provided with an electro-optical (E-0) imaging sys-

tem which tracks the target during Its maneuvers. System performance

parameters (e.g., tracker stability, pointing accuracy, resolution, spec-

tral response ) must be of sufficient quality to allow the Imagery data to

1 31
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be processed into orientation information. This processing is accomplished

in a unit designated as the pattern recogniti on (PR) a lgor ithm. The PR

algor ithm “recogni zes ” that the image pattern represents a particular

target orientation by performing prescri bed algorithmic computations on

the Image data .

Several pattern recognition techniques are applicable to this type

of problem. A theme underlying many of the appli cab le schemes is that

much of the significant information required for recognition is contained

in the edges , i.e., in the boundary curve of an isolated shape. A re-

view of feature extraction techniques which are based on edges and contours

is included in a survey by Levine f 33] . As pointed out by Ri chard and

Herniami [44], the advantage of using boundary curve descriptions is that

features may be chosen which are independent of translation, rotation and

the size of similar shapes . These authors apply a particular boundary

curve classification technique to aircraft aspect determination. In this

technique, a one-dimensional Fourier expansion of the complex valued

boundary curve Z (t) Is made. This 2(t) i s the set of complex numbers wi th

parametr ic representation -

— 
Z(t)  = (x( t),y(t)) , t ~ [0 , 1], Z(O) = Z(l) (2—23)

where x and y are continuous real valued functions representing the abscis-

sa and ordinate values on the boundary of the two-dimensional image (ref-

erenced to some arbitrary f ixed frame, e.g., centered at the image center

of mass). The parameter t Is proportiona l to arc length around the

boundary and speed ~dZ/dt I Is constant. The complex valued function Z for

t E ( - ~~,c’) is considered the periodic extension of 2 for t e [ 0 ,lJ. The

periodic function 2(t) is represented by Its Fourier series

Z(t) • Z ck exp (j2-nkt) 
- 

(2-24)
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where
p1

ck ~ 
Z(t ) exp (-j2,rkt)dt (2— 25)

‘0

The Fourier series of a given contour is then filtered by an ideal low

pass filter and is normalized. A finite set of Fourier descriptors

{C ki
* 

, k = 0, ±1, ±2 , . . . , ±m}, representing the truncated series,

is stored for each prototype Z .~ , I = 1 , 2, . . . , P. An unknown

contour Z with coefficients {ck} is then classified in that prototype

class i for which a particular distance metric is minimized. The

authors successfully appl ied this technique to recognition not only of

a i rcraft type (among four , including F—4 Phantom, Mi rage IIIC , MIG 21
and F-l05) but also of aircraft yaw, pitch and rol l relati ve to the

Image plane. To simulate the effect of detector noise in the authors ’

computer simulation , zero-mean white Gaussian noise was added to each

coordinate of each of the 512 points making up the boundary . Time—

correlated noise models were suggested for further research.

Another technique , which has been appl i ed to aircraft recognition ,

is also based upon using outlines or silhouettes for principal identity

cl ues. Sklansky and Davison [48] compute the density of slopes of the

edge of the silhouette. Slope density of a silhouette is l/L ~8 times
the fract ion of the silhouette ’s perimeter whose slopes lie in the

hal f-open interval l~,e÷~O), where 0 varies from 0 to 2-u . Conceptually,

a polygon is constructed which consists of a sequence of vectors, each

no longer than 6, connected head to ta il, the tail and head of each

vector lying on the boundary of the silhouette . denotes the angle of

the 1th vector relative to the horizontal axis , and n denotes the number

of elements of the set~ 1 Ie<e 1<e+~e}. Slope dens ity, f(o), is defined as
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f (e) = lim~~
. (2-26)

6-~0

where iS and t~e go to zero in such a manner that niS is of the order of

~e. f(e) -is periodic , wi th period of 2n . f(0) is independent of silhouette

translation, and Is also independent of dilations and contractions if 
—

normalized so that

I f(O)dO = i (2-27)

J O

Rotation of the silhouette results in translation of f(e). Feature

space for this technique consists of the ampl itudes of lower-order

Fourier harmonics of the s i lhouette ’s slope density, and a nearest-neighbor

decision rule is used for classifying a given silhouette into a particular

prototype class . The authors ’ experiments do not incl ude the addition

of corrupting noise to simulate detector uncertainties. Also , only roll

angle aspects were analyzed in this study, and no follow-on research has

been accomplished to extend this technique to a study of all as pects
[8]. 

-

Another method, using the theory of two-dimensional image moments ,

was applied to automatic ai rcraft identifi catIon and as pect determination
by Dudani [11] [12] . In this technique, two-dimensional (p+q)th order
moments , def ined as 

- -

mpq 
~ 

X x 1~ y1~ , p + q = 0, 1 , 2, ... (2-28)

are applied to coordinates (x, 
~~ 

of the N points equally distributed

along the boundary of a given pattern. Central moments are then defined

in terms of these ordinary moments. Six non-linear expressions are then

- 
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formed from these central moments--two involving second-order moments

and four involving third-order moments. One of these six (which happens

to be the square of radius of gyration) is used to normalize the other

five, resul ting in five scalar functions which characterize a given

image. These five functions are raised to different powers. The result-

ing five elements then form the characterizing vector in five-dimensional

feature space. Again, a nearest-neighbor decision rule is used to select

the prototype class into which to place a given sample image.

Regardless of the recognition technique implemented , the output

required from the pattern recognition algori thm is target orientation.

Target orientation -is referenced to the image pl ane which is perpendic-

ular to the line of sight from the attacker to the target. By assumption,

the image plane x axis is to the right in the horizontal plane , the y1

axis is up and the z axis is out of the image plane toward the attacker,

as illustrated in Fig. 2-6.

y
-
~~~~~~~~~~~~~

~~~g e t /
.

Fig. 2-6. Image Plane Orientation 
-
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~
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An al ternative image plane frame definition is discussed later in this

section which is better for avoiding angular indeterminacy in the typical

tail chase maneuver. The imaging tracker is assumed to be inertially

stabilized so that image right and up correspond to positive azimuth and

elevation, respectively. The typical manner for specifying image aspect

is through Euler angles which give orientation of the target wi th respect

to the image pl ane. A zero value of image yaw, pi tch and rol l occurs when

the target aircraft frame is aligned with the image frame, i.e., the tar-

get nose is to the right , the right wing is up and the aircraft under-

side is the image view. The usual order for Euler rotations is assumed--

yaw, then pitch and then roll. Image yaw Is rotation about the z axis

from the reference image frame. Image pitch is rotation about the newly

formed lateral- or intermediate y axis. Image rol l is rotation about

the newly formed longitudinal - or x axis.

Indeterminate points can occur at image pitch angles of !90 degrees.

The following example illustrates the problem. Zero yaw, 900 pitch and

9O~’ rol l is the same orientation as _900 yaw , 900 pitch and zero roll.

The soluti on to this non-uniqueness problem is motivated by considering

the dynamics of flight. Rolling motion about the longitudinal axis is

considerably easier to effect than are heading changes. The target pilot

may attempt several rolling maneuvers without appreciably changing rel-

ative heading . It is better to track ~ l 1 ,in this case, than to assume

zero roll and track a contrived heading (yaw). Hence, for the case of

±900 pitch, yaw is taken to be zero so that roll then uniquely defines

the orientation.

The assumption of zero yaw at ±900 of pitch has the apparent dis-

advantage of causing yaw to drop to zero (from some value between - 180°

and +180° ) when image pitch of ±90° occurs. Yaw would then switch
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instantaneously from zero to a (possibly different) value after the ±90°

pitch situation had past. This situation , however, Is not l ikely to

occur. Consider the ±90° cases separately.

The —90° image pitch corresponds to a head-on pass or to the target

chasing the attacker. The second of these possibilities is not considered

here since, If tracker lock—on should be lost, sufficient time for

reacquisition would occur in converting from a defensive to an offensive

position. The head-on pass does occur in air-to-air combat although

much less frequently than the tail-chase. In the head-on pass, each air-

craft directs its velocity vector generally toward the other. Since

l ittle normal acceleration is requ ired to accompl ish this, the angle of

attack will be small . Hence, the long itudi nal axes of the aircraft can

be nearly aligned. The engagement will likely be terminated abruptly

prior to crossing as one (or both) of the two aircraft breaks off to seek

a tail-chase (offensive) position . The advantage of roll attitude tracking

prior to break-off is more important in that it provides a direction of

probable acceleration after the break. The di sadvantage of (possibly)

not rapidly reacquiring image yaw after the _ 9Q0 pitch situation has

occurred, therefore, is minimized since little or no weapon firing

opportunities will occur during this scenario after the break—off.

The air combat maneuver which is more likely to occur is the tail-

chase In which the +90° image pi tch situati on would apparently occur.

Actually, an image pitch of +90° seldom occurs in the tail-chase because

of two important engagement parameters, angle-off and angle-of-attack.

Angle-off is the (generally acute) angle from the negative target velocity

vector to the attacker line—of—sight. The typical engagement is described

as follows . The target is aware of its defensive role and is pulling
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several g ’s in order to evade the attacker. The angle of attack, which

is proportional to load acceleration magnitude , will be relati vely large

(typically 15-25 degrees). The attacker is behind the target a half mile

to a mile. The attacker orients its wings and hence its predominant

normal acceleration vector so as to stay in the target’s turning plane .

The attacker attempts to direct its velocity vector toward the target

(pure pursuit) or slightly ahead of the target (lead pursuit) in order to

sustain the engagement. Fig. 2-7 illustrates the typical tail—chase

maneuver as seen in the turning plane for several angles-off. The turn-

ing plane need not be horizontal . Note that the effects of angle-off

and angle—of-attack combine to move the targat longitudinal axis a signi-

ficant angular displacement from the line-of-sight.

It was reasoned above that indeterminate points at ±90° image pitch

occur seldomly, and with short duration in typical air combat engagements .

However, if implementation experience determines thi s to be a problem

area, the following alternati ve image orientation provides even less

opportuni ty for the indeterminate point to occur. Redefine zero image

yaw, pitch and roll to be target nose along line-of-sight , right wing to

the right and ai rcraft underside down, respectively. The image frame

is shown in Fig. 2-8. This definition of aspect has the advantage of

placing the longitudinal axis of the target at right angles to the line-

of-sight at the troublesome ±90° image pi tch. This particular configu-

rati,on will not occur in a pursuit mode because of the required angle-

off. It would occur only for paralleling trajectories or for a short

duration during side-shot engagements (target crossing attacker’s path

wi thin firing range).

The foregoing discussion relates to deducing target aspect angles

L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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relative to the image plane . Target aspect is then converted to orien-

tat-ion relative to the inertial frame through a transformation which

involves tracker azimuth and elevation angles .

~i

S4

~~~~~~~~~~~~~~~~~~~~~ 

ztI~~~~~
z1

Fig. 2-8. Alternative Image Plane Orientation

The details of the transformation are included in Appendix B. The

recognition process and subsequent transformation described earlier in

this section result in a conversion of target imagery data into a measure

of target aircraft orientation relative to inertial space. The Euler

angles deduced in this manner are tracked with the filter algori thm

described in the next two sections. Di rection cosines or quaternions may

be used as alternative expressions of target orientation.
-i;.

2.3.1 Dynamic State Equations. The following first-order equation models

the behavior of the inertlally referenced target aspect between measurements
updates .

.j = F 5~ 
+ - (2- 29)
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where

= [* 0 4~]T (2-30)

F = 

~~~~~~ (2-31 )
10 1 0  J

I~O 1
G = I—i—— -~~ (2-32)

L 3x3J

[w w w ]T (2—33)

E [ (t)Z T(t+T)] = 

~a 6 (r)

~~~ , 0, ~ represent yaw, pitch and roll of the target aircraft relative to

the inertial frame, and

is a- zero-mean Gaussian white noise process.

This dynami c equation models target Euler angle rates as Brown-ian motion.

This model was chosen because it is simple. Plant noise is assumed

stationary, al though, depending on the characteristics of the pattern

recognition algorithm and the elect ro-optical sensor , adaptively setting

~a might be feasible.

2.3.2 Measurement Equations. There are two sources of target

aspect measurement data for the aspect filter. The primary source is

the pattern recognition algori thm which converts the two—dimensional

imagery data to target aspect Euler angles. In addition , target aspect

can be deduced from target kinematic estimates which are available from

the kinematic filter. This additional measure of target aspect can be
accomplished in two different ways as outlined below. - If a pattern

recognition system Is not available , kinematically derived target aspect
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angles only can be provided to the aspect filter as measurements. This

case is considered in the chapter on performance analyses.

2.3.2.1 Target Velocity Used to Define Roll Axis. A method which

can be used to deduce target aspect from kinematics, ignores direction

of acceleration and aircraft angle of attack by assuming that the

velocity vector is along the longitudinal , or roll , axis of the target

ai rcraft. By making this assumption, yaw and pitch angles are uniquely

established . This is true because of the order of rotation of the Euler

angles--first yaw, then pitch and finally roll. A measure of approximate

yaw is available as the angle from the inertial x’ (north) axis to the

projection onto the x’-y1 (north-eas t) plane of the velocity vector. For

brevity in the following discussion , let V = [V XVyVZ)
T Thus

= arctan
(
~~
) 

(2-34)

or to avoid computational problems near = 0,

= arccos 
(i 

~~~~~ ) 
sign (V

i
) 

- 

(2-35)

where arccos denotes the principal value of the inverse cosine function.

If and V~, are both zero, *k is defined to be zero. A measure of

approximate pitch is the angle from the xT-y’ plane up to the velocity

vector. Thus
f_ v \

0k 
= arcsin (~—

~~.) (2-36 )

where

42

_ _ _ _  
~~~~~~~

-
~~~

- -



_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  — V—  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~— ~ —

V = TVx
2+Vy

2+Vz
2 

(2-37)

For modeling simplicity , the measurements availabl e to the aspect
estimator can be modeled as corrupted with zero-mean Gaussian white
noise and related to the states by the equation

(2-38) 
—

where
‘
1 0 0 0 0 0

0 1 0 0 0 0

I-I = 0 0 1 0 0 0 (2-39)
1 0 0 0 0 0

0 1 0 0 0

since a measure of yaw, pitch and roll are avai lable from the pattern
recognition algorithm and an additional measure of yaw and pitch is
available using Eqs (2—35) and (2-36).

Also ,

E[~(t )VT(t~)] = RaiSij (2-40)

Measurement noise is assumed stationary and Ra is assumed diagonal.

2.3.2.2 Target Aspect Using Angle of Attack. The method outlined
in the previous section ignored angle of attack by assuming the v~lcc1ty
vector was along the longitudinal aircraft axis. The method developed
below provides target attitude from
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a) total target velocity -in inertial coordinates,

b) total target acceleration in inertial coordinates, and

c) the relationship between angle of attack, normal load acceleration

magnitude and airspeed:

nW = ½pV2C1 (c*
~
-ctt )S (2-41)

a 0

where

n = load factor, i.e., magnitude of normal load acceleration

expressed in 9’s

W = weight (lbs; assume sea level gravity)

p = air density (slugs/ft 3)

V = airspeed (ft/sec)

CL 
= coefficient of lift for ct (dimensionless)

a
= target angle of attack (radians)

= target angle of attack for zero lift (radians)
0

S = effective airfoil surface area (ft2)

The method -Is outlined in the following procedure.

a) Find load acceleration normal to the velocity vector.

b) Form target velocity (v) frame:

- along velocity vector

- along negative normal acceleration direction

- forms a right-hand orthogonal set with x” and z~
’.

c) Rotate target velocity frame about y~
’ axis by angle of attack,

to form body frame.

d) Extract Euler angles--yaw, pitch and roll--from inertial-to-body

transformation.

The details of this procedure can be found in Appendix D. The result is
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shown below.

V~~ ~~~~ 
V~~L aN sa

= arctan [( ~ t 
+ ~~~~~~~ 

X t 
+ 

X t)J (2—42)V aN V aN

V C ct aN Sa
0 = arcsin ( Z t 

+ J t) (2—43)k V a~

VXaN -v aN VzSat a~ Cat -

= arctan [( Y Y x)/( — 
z (2—44)aN V a~

where = [a~ aN aN ]
T jS the target normal load acceleration ,

t/I x y z
and cit is the target angle of attack, related to load factor and airspeed

through the aerodynamic lift equation. Sat and Cat are sin (at) and cos

(at), respectively. The measurement equation is again Eq (2-38) with

P3x3 1
K = : 06x3 1 (2-45)

L13x3 J

One potential source of uncertainty In this formulation is the angle

of attack versus lift for certain enemy aircraft (i.e., coefficient of

l ift and effective wing surface area). Al though certain performance

data are not published for some aircraft (such as maximum available

thrust), most countries do not attempt to control the dissemination of

unclassified data, of which this information is certainly a part [50~.

2.4 Interactive Filter Formulation

The interactive estimator shown In Fig. 2-2 will be discussed in

detail in this section, The primary purpose of the interaction between

the motion filter and the target aspect filter is to improve the motion

state estimates and allow a better prediction of target position Into

the future. Another motivation for such Interaction might be to improve
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the estimation of target aspect. This could be useful for applications

such as laser fire control , in whi ch a precise estimate of ori entation Is

crucial to maintaining the light beam on a small portion of the aircraft

target. The dynamic model , used for motion state propagation between

measurement updates, provides a good description of the acceleration

uncertainties of an aircraft -In motion (performing maneuvers typical of

a fighter in an evasive situation.) This model depends, though , on some

knowledge of the direction of target acceleration. This approximate

acceleration direction is provided from the aspect filter as explained

in a previous section. Measurement updates of both motion data and

target attitude data are being periodically provided to the interactive

fi lter by the sensor subsystem. Wi th this overview , a more detai led

examination of the computational logic will be made.

2.4.1 Computer Logic Structure. A top level flow chart of the inter-

active filter is shown in Fig. 2-9. The simulati on, or test, version of

the system is presented here, i.e., perfect trajectory values are corrupted

with noise to simulate the presence of noise on actual radar and

attitude data. The operational , or on-line version of the filter would

a) delete blocks 6, 9, 10 and 16-,

b) cycle back to after the flag following block 15, and

c) replace “actual” wi th “measured” in bl ock 8.

The signifi cant contents of each block will be discussed below.

Block 1. Initialization

Initialization is composed of the following tasks:

a) All arrays are dimensioned,

b) The following filter parameters are read in: -

(1) Filter constants,
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(2) Update interval times for kinematic and aspect filters

(same value read in for each, for this appl ication -- At),
(3) Dimensions and upper diagonal element values of the syninetric

covariance matrices P0 (initial kinematic state), Q (kine—

matic plant noise), R (kinematic measurement noise), 1’a
0

(initial aspect state), 
~a 

(aspect plant noise) and Ra
(aspect measurement noise),

(4) a2 values for uncertainties imposed on radar and aspect

measurements used to update interactive filter [six such

a2 values for kinematic fi lter and six values for aspect

filter]. (omitted for on-line version)

c) Good initial condi tions are established for kinematic states,

aspect states, angle of attack and normal acceleration direction
- by using the first set of actual trajectory data from the tra-

jectory tape. (For on-line version, use first set of measured

trajectory data.)

Block 2. Propagate Kinematic Fi lter, State and Covariance

The expected values of the kinematic state and corresponding state

covarlance are propagated forward over the interval between updates by

integration from their previous updated values . A fourth-order Runge-

Kutta integration algorithm is used for this purpose. This is an

accurate, general purpose integration algorithm which will provide good

results for a wide range of dynamics. It may be possible to use a simpler

integration algori thm for an on-line version with these particular

dynamics. Integration is from t tk to t 
= tk+l where tk+l - tk 

=

The state equation 
-

1(tI tk) 
• 

~fc~ (tI tk) ,ii(t)] (2-46)
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i(tk lt k) 
= Xk (2-47)

is integrated to yield Xk+l

and

P(tItk) 
= F[t;i(tltk)] P(tltk) + P(tItk)F

1[t;
~
(tItk)] + GQGT (2—48)

P(tk ltk) 
= 

~k 
(2—49)

is integrated to yield 
~k l

In Eq (2—48), F is given by

F[t;
~(tIt k)] 

= 
aT[~,ii(t)] (2-50)

- = i (tIt~)

i.e., an nxn matrix whose i-j component is given by

p. ~f (i,ti (t )]Fij [t;
~
(t It k )] = 

— 
(2—51 )

i x = x(tltk)

Differentiating Eq (2—16),
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‘g8ye (1N)e

I I

A I

F[t;i] = 
- 

gBye ‘°(lN)d (2-52)

0 0 0In

‘ 0 ~~ 0 0

4x6 rd

$ 0 0 0

Note from Eq (2-52) that F is time-varying since both 
~lO 

(which is ~~,

related to the magnitude of normal load acceleration) and the normal

load acceleration direction vary throughout the propagation cycle. The

change in both of these parameters is small enough during the filter

iteration Interval , however, to assume them to be constant No new direc-

tion information is being made available during the propagation cycle

for varying the directional unit vector, and the time constant on x10, t~~~,
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is at least an order of magnitude larger than the cycle time. Thus,

F[t;
~
(tIt k)) is approximated as F[tk;~

(tkltk)] for all t~
[tk,tk+1).

The kinematic state covariance matrix Is ten by ten or 100 elements

in size. Because it is synunetric, however , only 10 11 or 55 ele-

ments are unique . The P matrix is converted to a 55-element vector so

that it may be integrated using the Runge-Kutta subroutine . The inte-

grated P vector is converted back to matrix form for subsequent update

computations.

Bl ock 3. Propagate Aspect Filter , State and Covariance

The state differential equation and measurement equations for the

aspect filter {Eqs (2-29), (2-38)) are linear with constant coefficients.

Hence a standard Kalman filter formulation is employed for estimating

aspect states. State estimates are propagated using the state transition

matrix. Before implementing the fi lter, covarlance propagation equations

were integrated analytically, so that P~ is computed directly from
+ 

ak+l
Pa ~a 

and At, without need for numerical integration.
k

Block 4. Compute Target Angle of Attack From Propagated Kinematics

Approximate target angle of attack is computed from the current

best estimate of target velocity and acceleration using the technique

described in detail in Appendix D. Current angle of attack Is required

in order to compute normal load acceleration direction as discussed In

block 5 below.

Block 5. Compute Normal Load Acceleration Direction From Propagated

Aspect and Angl e of Attack

Normal load acceleration direction is computed from propagated

target aspect states--yaw, pitch and roll--computed in block 3 and target

angle of attack computed in block 4. A better estimate of normal load
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acceleration direction is required to improve the prediction of target

position. The unit vector in the di rection of normal load acceleration is

computed from the equation,

0

- .,.b v
N 

— i~~ Tb (2—53)
— l

where

T~ = (T~)
T is the transformation from b to I coordinates derived

in Append ix B, i n terms of yaw, pitch and roll ,

is in terms of angle of attack, and

~ o -1i~ is a unit vector, expressed in the velocity frame, tn

the direction of expected normal load acceleration .

Block 6.. Predict Target Position Ahead An Approximate Projectile Time-

of-Flight

Predicted target position an approximate projectile time-of-flight

(ti) in the future will be computed from the approximate equation,

~t
(tk+tfItk_l ) = ~t

(tkIt k_1 ) + Vt(tkjtk 1 )(tf) + 1t(tkIt k_l )(_~
f) (2—54)

~
‘
t(tkItk_l ) 

‘
~t/a

(tkltk_1 ) + 

~a
(tk) (2-55)

~t
(tkItk_l ) a Vt/a(tkltk l ) + Va(tk) (2—56)

The subscripts ~~ and , fla” represent t/I and a/I, respectively.

Attacker position 
~a
(tk) and velocity Va(tk) are assumed available

from the attacker INS, while it/a and 
‘V
tia are available from the kinematic

filter directly. Total target acceleration -Is modeled directly in the
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kinematic filter and is available without the requirement to add relative

acceleration to attacker acceleration , i.e.,

it(tkltk l ) 
= IN(tk ltk_ 1 ) + j  + ‘

~
i(tk lt k_l ) (2—57)

Predicted target position (based on propagation equations) is then

written onto an output record for later use. (For on-line version ,

predicted target position would not be required after propagation cycle,

since the more accurate update value would be computed shortly thereafter.

Block 6 would be deleted.)

Block 7. Compute Yaw, Pitch , Rol l Pseudo-measurements From Propagated

Kinematic

Approximate values of target yaw, pitch and roll angles are computed

from current best estimates of total target velocity and acceleration .

The computational procedure is outlined in section 2.3.2.2 and explained

in detail in Appendix 0. These approximate angles , based on propagated

kinematic estimates, form pseudo-measurements for updating the aspect

filter in block 12.

Block 8. Read In Actual Trajectory Data (Kinematic and Aspect) For One

Time Step

Actual trajectory values for a single time step are read from the

trajectory tape for both attacker and target. Table II identifies the

actual trajectory parameters read in at each update time . (The on-line

version would read in actual kinematic and aspect measurements.)

Block 9. Corrupt Actual Trajectory VJues To Form Radar and Aspect

Measurements

Actual trajectory values representing radar measurements, range,

azimuth , elevation, range rate, azimuth rate, elevation rate and target
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aspect angle measurements, yaw, pitch , and roll , are corrupted wi th white

Gaussian noise to simulate system errors in an operational settifl3.-

(Block 9 is deleted for on-line version.)

Table II. Parameters Read From Trajectory Tape

Time (seconds)

Range (feet)

Azimuth , Elevation (radians)

Range Rate (ft/sec)

Azimuth rate, Elevation rate (rad/sec)

Target Yaw, Pitch , Rol l (degrees)

North, east, down components of foll owing kinematic
parameters: (All are total , -i.e. , relati ve to

- inertial space, and expressed in inertial coordinates.)

Target:

Positi on (feet)

Vel ocity (ft/sec)

Acceleration (ft/sec2)

Attacker:

PosItion (feet)

Velocity (ft/sec)

Acceleration (ft/sec2)

Block 10. Zero-mean, Gaussian White Noise Generator

Appropriate variances are provided to the noise generator. Realizations

of a white, zero-mean , near—Gaussian random variable , W, of unit variance is

generated according to the relation
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W = z (y,~ - 0.5) (2-58)

i~l —

where y,~ Is a realization of the random variable y uniformly distributed

on the Interval (0.1). If the output noise, n , is to have variance a2 ,

then n is set to

n = aW (2—59) —

(Bloc k 10 Is deleted for on-line version.)

Block 11. Update Kinematic Filter With New Measurements

Standard extended Kalman filter equations are used to update state

estimates. Before implementing the filter , the non-linear measurement

vector E(i) {Eq (2-22)) was differentiated analytically and the

resulting (6x10) H(~) matrix is recomputed at update time tk with

X X k .

Block 12. Update Aspect Filter With New Measurements, From Input Source

and From Propagated Aspect Pseudo-measurements -

Standard Kalman update equations are used. Aspect pseudo-measure-

ments from block 7 as well as simulated sensor measurements from block 9

are employed to update the estimate of aspect states.

Blocks 13 and 14. Compute Target Angle of Attack From Updated Kinematics ,

and Compute Normal Acceleration From Updated Aspect

and Angle of Attack

Same as blocks 4 and 5, but using updated aspect and kinematics for

angle of attack and normal direction computations.
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Block 15. Predict Target Position Ahead An Approximate Projectile

Time-of-Flight

Predicted target position after update is computed as

2

~t
(tk+tfItk) 

= 

~t
(tk ttk) + Vt(tk lt k)(tf) + 

~t
(tk Itk

)(_
~
—) (2—60)

where

~t
(tkitk) 

= ‘
~t/a

(tk $t k) + 
~a
(tk) (2-61)

Vt(tk ltk) 
= Vt/a(tkltk) + Va(tk) (2-62)

This n -iel does not account for rotation of the target aspect, and

hence the acceleration direction , during the prediction time, i.e., a

constan.t inertial direction for acceleration is assumed over the pre-

diction interval . An improved position prediction is possible using a

technique developed recently by Terry [51]. This prediction technique

assumes that the angle between velocity and acceleration vectors, and

not the inertial acceleration , will be nearly constant duri ng the pre-

diction interval. Hence, the velocity and acceleration are propagated

together using a target body-fixed coordinate frame while maintaining

a fixed angular relation.

Block 16. Trajectory Completion Decision

Trajectory completion is indi cated by an end-of-file flag on the

trajectory tape. After completion, the algorithm is exited at STOP.

(Block 16 is deleted for on-line version.)

Block 17. Write Output Record

An output record of predicted target position (both propagated and

56 

~~~~—~~~~~~~~~~~~- - - -



—,
~ - - ~

updated) Is made for later processing . (The on-line version would pro-

vide predicted target position to the appropriate follow-on fire control

algori thm. Predicted target position could be used , for example, to make

subsequent fl ight control decisions, orient guns or make fire/no-fire

decisions.)

2.4.2 Timi ng Sequence For Interactive Filter. Ordering of the computa-

tions outlined in the computer flow chart, Fig. 2-9, was governed by

considering the timi ng aspects of real-time implementation . A schematic

timing sequence chart is shown in Fig. 2-10. Update computations of

both the kinematic and aspect filters are made following the measurements

shown at tk. Propagation computations are made i n the remaining time

before the next measurement is taken. In the simulation program, the

results of both the propagation computation before tk and the update

computation after tk are output as if they had occurred simul taneously

at tk•

Note that computation of yaw, pitch and roll pseudo-measurements

from kinemati c estimates is accomplished prior to its being needed to

update the aspect filter but after the propagation cycle. ‘The other

alternative was to accomplish this task just after the kinematic filter

update. This would provide more recent kinematic data for deducing

aspect information. However, a bad kinematic measurement would affect the

deduced aspect, which could have a destabilizing effect on the overall

update. The insertion of this task between the kinematic and aspect

filter updates would also , of course, increase the total update coniputa-

tion time (time from receipt of sensor measurements to computation of

updated states), which one strives to minimize. Another alternative

would be to update each fi lter separately, i.e., without using the
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kinematic fi l ter’s 
~
(tkItk) or ~

(tk Itk_ l ) to update the aspect filter.

However, this alternative negates the Interactiveness inherent In the

approach assumed for this problem . A parallel processing approach is

also discussed In a later chapter on real-time implementation consldera-.

tions.
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III. Performance Analysis and Computer Simulati on

In Chapter II , mathematical formulations of the ki nematic and target

aspect filters were developed . Chapter II also presented a top level

logic flow chart for a computer implementation of the interactive filter.

The filter developed was the simulation version , so some details relating

to simulati on techniques were necessarily Included . This chapter will

outline the performance analysis plan used to validate the improved filter

configuration and will discuss the computer simulation in more detail.

3.1 Interactive Filter System Performance Analysis

The system performance analysis is designed to demonstrate the

improved target tracking characteristics of the i nteractive filter over

a conventional tracking filter for a representative ensemble of scenarios.

The analysis provides for an Investigation of intrinsic fi lter behavior

such as recovery characteristics , sensitivi ty to unmodeled errors and

criticality of acceleration parameters c&, $, y. The analysis also In—

cludes a comparison of interactive filter performance to an extended

Kalman filter algorithm which uses radar measurements only.

3.1.1 Scenarios. Four realistic three-dimensional target engage-

ment scenarios are chosen which encompass the following types of maneuvers:

Type Maneuvers

a) Typical combat maneuvers

b) Maneuvers which are typically di fficult for other trackers

c) Maneuvers for which the combined filter should show partlcuhrly
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improved performance

The four scenarios are listed below and are illustrated in Figs.

3-1 through 3—4.

1. Distant break (Type a)

2. Close-in break wi th attacker overshoot (Types a,b)

3. Roll followed by high-g break (Types a,b ,c)

4. Head-on pass (Types b,c)

Table III provides some associated Initial conditions. Each scenario

is ten seconds In length and aircraft attItude Is indicated in the -figures

every two seconds. In each scenarios, the attacker and target are

initi ally at an altitude of 2O,~OO feet.

The computer simulation program employed to generate the combat

engagements is FASTAC, [54] a two-aircraft, air-to-air combat evaluation

program developed by Battelle Columbus Laboratories under contract with

the Air Force Avionics Laboratory. It is basically an interactive version

of TACTICS II developed by RAND Corporation [23].

The engagement simulations are realistic with the following qual i-

fications. 1) An aircraft will not break off an engagement even if

It has a speed advantage. It will continue maneuvering In an attempt to

achieve a position advantage. 2) All turns are coordinated (i.e., no

lateral component of velocity). 3) The attacker control strategy during

a tail-chase segment is pure pursuit (I.e., the attacker attempts to

direct its velocity vector along the instantaneous line-of-sight.) These

qualifications do not significantly impact the performance analysis

accompl ished in this research for several reasons.

Qual ification (1) has an impact on strategy but is not a l imitation

for the relatively short scenario length of ten seconds. Al so the
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scenarios are chosen to represent realistic defensive maneuvering

s ituations whi ch would occur even if overall strategy were sl ightly

different. Qualification (2) is not an atypical assumption since the

pilot attempts to achieve this condition in all air-to-airmaneuvers

(with recent advances in Control Configured Vehicles for exotic flight

— control/weapon delivery, being the exception). The pure pursuit mode

indicated in qualifi cation (3) is typical of many air-to-air pursuit

engagements. Lead pursuit, in which the attacker velocity vector is

made to lead the line-of-sight by a few degrees in the turning plane ,

is also used for some maneuvers. The difference between the two modes

represents little effect on vehicle trajectories and aspects for the

maneuvers considered.

3.1.2 Monte Carlo Analysis. A Monte Carlo simulation technique is

used as a means of demonstrating performance. Measurement noise sequences

are varied for each scenario during tuning and for performance analyses

after the filter has been tuned. Pertinent performance figures of merit

are averaged over all individual Monte Carlo runs to arrive at a composite

performance time history of sampl e statistics which represents expected

filter performance. Initial tuning was achieved using one run , inter-

mediate tuning used 5 runs, while final performance results used 20 runs.

More details of this simulation technique are presented in the simulation

section later in this chapter.

3.1.3 Figures of Merit. The primary motivation for developing im-

proved state estimators for this class of targets is to predict target

position far enough into the future to aid in the implementation of

weapon delivery algori thms. Hence, the best weighting for combining

the estimated values of target position , velocity and acceleration , as
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dictated by this application , is governed by the approximate prediction

Eqs (2—54) and (2—60).

An approximate upper limi t for projectile time of flight, tf~ IS

assumed in order to compute predicted target position. Target range

typically varies from approximately 2000 feet to 5000 feet in air-to-air

combat engagements. At a typical projectile speed of 4000 - 5000 feet/

second, an assumption of 1.0 second for a nominal maximum projectile

time—of-flight is reasonable.

The assumption of a constant, nominal maximum for projectile time-
of-flight has advantages for the performance analysis. The assumption

of a constant projectile flight time avoids the problem of including in

the simulation an algorithm to compute projectile flight times from

the engagement geometry, ai rcraft kinematics , and projectile dynamics.
Also , because of having selected a nomi nally large value of tf~ actual

target prediction accuracies will tend to be better than indicated here,

so the performance analysis tends to represent a worst case.

Error in predi cted target pos iti on is computed by comparing actual

target position (approximately one projectile time-of-flight into the

future) with predicted target position based upon the current estimate

of target position , velocity and acceleration.

i’(tk+tf ftk)

= ~j ZE~~/ 1 (t~+tftt~) - ~~,I
(tk+tf)] (3-1)

[j~ E P (t~+tf j tk)] - 
~~,I

(t k+tf)
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where-

k = update time index

m = number of Monte Carlo runs (varying measurement noise sequences)

I = Monte Carl o run index

tf = approximate projectile time-of-flight

~I (t +t ) = actual total target position at time tk+tft,i k f
expressed in inertial coordi nates

~t / I k f 1 k = prediction of total target position at time tk+tf

based upon measurements through tk for Monte

Car lo run i .

Of interest is the uncertainty in the target position prediction.

For a given scenar io, the unbiased estimate of variance of the target

prediction error at any sample time tk can be computed from the express ion

~~
‘(tk+tf) 

= ~.L1- ~ 
{[
~~
(tk+tfItk)][ ~~

(tk+tf1tk)]
T)

- 
~~~~~~~

- c i’(t k+tfjtk)[ ~~(tk+tfltk)]
T- (3-2)

where

i’(tk+tfltk) was defined in Eq (3—1),
- I

= covariance of prediction error at time tk4tf) withe
respect to inertial coordinates.

The time-varying di agonal elements of the E matrix provide variance
e

of the position prediction error components.

Two additional figures of merit are useful in characterizing filter

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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performance, viz., magnitude of the cross-range component of total

target position error, and approximate circular error probable (CEP)

expressed In terms of error variances normal to the impact line-of-

sight. Position prediction error and error covariance in inertial

coordinates is transformed to line-of-sight coordinates. This transfor-

mation allows characterization of error and error variance perpendicular

to the line—of-sight from attacker to target at nominal time of pro-

jectile impact. Position prediction error in tracker line—o f—sight (ti)

coordinates is given by

~
tl(t +t It ) = T

~l
(tk+tf)i’(t k+tfItk) (3-3)

and the corresponding error covariance is given by

= T
~1
(tk+tf)~~~

(tk+tf)T
~~

(t k+tf) (3-4)

where

T’ (t +t ) = direction cosine matrix from inertial to tracker
ti k f  -

line-of-sight coordinate frames, developed in Appendix
- 

- 

B, evaluated at time of supposed projectile Impact,

and

T~
1 (T~~)~ (3 5)

The assumption is made that the projectile speed Is signifi cantly

larger than the target speed. Hence, position prediction error in the

direction of projectile velocity is not nearly as significant as the error

in prediction of cross range position. Assume, additionally, that the

projectile direction is nearly along the line-of-sight at time of impact.
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Error variances perpendicular to the line-of-sight can be characterized

in terms of approximate central circular error probable (CEP). Central

CEP is the radius of a circle about the mean error in which half of the

error values are statistically likely to occur. Omitting the covariance

elements involving prediction error along the line-of-sight , ~
tl(tk+tf)

can be expressed as

~~tl 
= 

[
~ :~~~~ :~

] (3-6)

(Cross-correla tion term, ayz = has the same units as a~ and
but is indicated wi thout the (2) exponent since it can be negative.)

Approximate CEP can be calculated by

0.675 a~ + , ~<~~9-< 0.369

CEP = 
a

0.562 a + O.6l5a, 0.369 < .-~~ - < 1p q p -

where

ap
2 = az

2sIn2A + 2a
~~
sin)

~ 
cosA + a a cos aA (3-8)

0q
2 = ~~

2cos 2A - 2a
~~

sinA cosA + a~
2sin 2A (3—9)

and -

2a
tan A YZ 

_________________ 
(3-10)

(a
~
2-a

~
2) + /tay

a_a
z

z) 2+ 
~~yz

2 
-
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where A is the angle of coordinate rotation required to accomplish

decorrelation [53].

Note that these performance cri teria indicate the merit of an

estimator only as it reflects in predicted target position . This

choice for figures of merit is based on the intended application of the

estimator in a predictive fire control/weapon delivery system. In

other words, the appropriate weighting on estimated target position ,
velocity and acceleration to indicate performance is that dictated by

the truncated Taylor series prediction Eqs (2-59) and (2-60).

Some other application might suggest a different weighting on the

kinematic (or even aspect) states. For example, a telescope pointing

system might reward precise current estimates of position and aspect.

While a good acceleration model would be requi red in order to achieve the

highly precise position and aspect estimates, quality of the acceleration

estimate need not be rewarded directly in the performance figures of merit.

For this feasibility study, the three figures of merit, or performance

criteria, discussed above were selected as a means of evaluating per-

formance .

3.1.4 Comparative Radar Fi lter The performance evaluation of the

interactive fi lter algorithm can be separated into two analysis areas,

intrinsic and comparative. The latter evaluates the filter ’s performance

as it compares to a fi lter which model s target relative kinematics but

does not model target aspect. The same radar measurements and measure-

ment equations are assumed for this filter as for the interactive fi lter

discussed in Chapter II. A non-adaptive nine-state extended Kalman filter

with linear dynamics and first—order Gauss-Markov relative acceleration

Is used for the comparative fi l ter. The model upon which this fi lter is
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based is

0 0 0 1 0 0 0 0 0 (3-11)

0 0 0 0 1 0 0 0 0

2t/ad 
0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 1 0 0

~~~~~ 
!~ja 

= 0 0 0 0 0 0 0 1 0 i4- Gci

_t/a
d 

0 0 0 0 0 0 0 0 1

a4, 0 0 0 0 0  O~~~i _ O  0
T fl

0 0 0 0 0 0  0~~~i~~0- T~

0 0 0 0 0 0 0 0—1./ad td

where

G = ~~
_ _ .

~~_ 4 (3—12)

L ‘3x3 j

= 
~ 
~~n ~~e ~~d 

~T (3-13)

and

E [~(t)~T(t+T)) = Q6 ( t)  (3-14)

Values for Q are given in Appendix E.

3.1.5 Tuning Both the interactive filter and comparative fi lter

must be tuned for proper operation. The comparative radar filter is

tuned by adjusting model ing noise covariance, Q, and time constants r,,,
Te~ 

Td~ 
in an attempt to get the “best” performance over all scenarios.

The same value 0? a time constant or covarlance element is used for all
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three inertial components. This simplifies the tuning process and helps

to preclude over—tuning to a particular scenario. It also , of course ,

reflects the expectation that, over an ensemble of maneuvers , target

kinematics are independent of their representation in an inertial coordi-

nate frame.

Tuning of the interacti ve filter is considerably more complex . Vari-

ations are made in time constants, Q~~ ~a 
and those elements of the aspect

measurement matrix , Ra~ wh ich model uncerta inty in the ki nematically
derived aspect angle pseudo-measurements . Possible variations in other

fi lter parameters (such as c~, ~~, 
y and measurement noise covariance, R)

are considered later as analysis techniques and not part of the tuning

process. R was not varied duri ng tuning ) as the same radar noise vari-

ances were used in the fil ter model as were used in the radar noise

generation.

A pre-tuning baseline configuration for fil ter parameters was assumed .

The filter parameters are optimi zed (in the sense of yielding best per-

formance according to the chosen figures of merit) during the tuning pro-

cess . Six matrices (P0. Q, R, ~a0’ ~a’ 
Ra ) and several other parameters

(cz , B, ‘y ,  T
m

) T
e

) 
~
rd, -r~ 

) are needed to specify the interactive fi lter

model . The radar model can be specified with three matrices (P0, Q, R)

and three parameters (T
n t t

e
) td ). However , one of these three matrices,

the radar measureme nt noi se covar iance , R, is the same as that for the

interactive fi lter and need not be repeated. Pre-tuning filter parameters

and , where appli cable , -tuned parameters are tabulated in Appendix E. Only

diagonal elements of matri ces are specified . 0ff-diagonal elements are

assumed zero.

Care was taken to avoid over-tuning the fi l ters to a particular
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scenario. Approximate values of tuning parameters were achieved during

initial tuning, accomplished us ing only scenar io 1 and a sing le noise

sequence (a “Monte Carlo ” of one). Subsequently, trial tuning parameters

were repeatedly selected and figures of merit were checked for all

scenarios (at the “intermediate ” tuning level of five Monte Carlo runs)

to select the “best” performance over the ensemble of trajectories. The

process was somewhat subjecti ve , as no composite figure of merit was

defined for appl ication across an ensemble of scenarios . Further re-

search, particularly in the area of adaptivity , would likely improve
performance if trajectory-dependent filter tuning were pursued .

3.1.6 Performance Analysis Plan The previous sections in this

chapter have di scussed the primary concerns in es tablishi ng a performance
analysis. This section outlines specific questions or areas of investi-

gation which are addressed in the demonstration of performance. Results

are given in Chapter IV. The specific areas of investigation are listed

in Table IV . The tab l e indi cates the methods used to examine performance
in the various areas of i nvestigation , and indicates whether an area is

considered comparative or non-comparative.
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3.2 Computer Simulation

This section outlines the computer implementation of the performance

analysis plan developed in the previous section. The simulation is per-

formed on a Control Data Corpora tion model 7700 computer with a SCOPE

operating system and FORTRAN IV Extended program language. Fig. 3-5 shows

the five phases of the simulation. These phases evolve naturally from

the tasks to be performed. The representative trajectories are generated

by the FASTAC program in phase I. The data must be reformatted in phase

II to conform with conventions adopted for the fi l ter formulation . The

filter program in phase III is either the interactive filter shown in

Fig. 2—2 or the radar comparative fi l ter discussed in section 3.1.4.

The output data generated by the fi lter in phase III contains fll repetitions

of the trajectory where m is the Monte Carlo runs. Phase IV computes the

error statistics required in the performance analysis by comparing the

filter outputs with the original noise-free trajectory. Finally, perti-

nent plots are generated in phase V.
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IV . Results and Discussion

4.1 Figures of Merit

The results discussed in this and the following sections were

established according the performance analysis plan presented in Table

IV. performance of the tuned interactive fil ter is compared to that of

the tuned radar-only fi l ter in Table V. Average and peak values of each

of the figures of merit are compared for each of the scenarios. The

average value is taken from the plots for steady-state operation (after

ini tial transients have subsided , approxima tely one second into trajectory).

The peak is taken at the worst error (but after initial transients have

subsided). The plots for each of these figures of merit, for scenarios

1 through 4 are included -in Appendix A as Figures A -i to A- 6, A-41 to A-46,

A-47 to A-52 and A-53 to A-58, respectively.

In each of the four scenarios , the average error and peak error in

all three figures of merit are less for the interactive fi l ter than for

the radar-only fi l ter. The comparison -is particularly dramatic for scenario

4. The radar-only fi lter appears to break lock at approximately the time

the target and attac ker are abreas t. The max imum avera ge error i s greater

than 14,000 feet for the radar-only fi lter but is only 160 feet for the

i nteractive fi lter. m e  radar-only fi l ter had not fully recovered from

this tracking loss at the end of the scenario six seconds later. The

interactive fi lter, on the other hand , recovered to steady-state operation

in less than two seconds after the dramati c maneuver , as shown in Fig. A-53 .
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A comparison of average CEP in the pl ane perpendicular to. the l ine-

of-sight is not nearly so contrasting as for the other two figures of

merit. There is little difference between the interactive and the radar-

only filters for thi s performance cr i ter ion except for scenar io 4. The

average CEP appears to be nearly steady at about 12-16 feet for both

filters for scenar ios 1, 2 and 3. In scenar io 4, however , the maximum

CEP is over 6,000 feet for the radar-only fi lter and only 100 feet for

the interactive filter (Figures A-57and A-58.).

4.2 Criticality of Filter Parameters

The parameters a, B and y, which determine the shape of the pdf for

acce leration magnitude, were varied to determine the sensitivity of

filter performance to pdf shape. Fig. 4-1 shows the acceleration magni-

tude pdf for several combina tions of these parameters . The parameter a

represents a max imum accelera tion limit. Hence, this parameter i s set
to 8 g ’s and is not varied for this study. The values for B and y were

selec ted empi rical ly to model the density of probability at high

acce lerat ion values . Reducing the magnitude of the negative parameter

B shifts the mode of the pdf closer to the maximum limi t a, and for a
given value y also makes the shape of the pdf Itlure peaked . Reduc ing the

value of the parameter y for a given B also has a peaking effect.

Fig. 4-la Illustrates the choice of pdf parameters for the base-

line fi l ter for which filter performance has already been determined.

Two additional parameter choices were selected for simulati on in the

interactive fi lter--Figures 4-lc and f. The trend in these two figures

is toward greater pea king of the pdf at higher accelerat ion values whi ch

are typical of those occurring in these scenarios. The results of

these choices are shown in Fig. A-7 and Fig. A-8. Approximate steady-

state performance values are also shown in Table VI for the three cases
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represented by Fig. 4-la, c and f. The steady-state value of average

error magnitude for scenario 1 dropped from about 20 feet for Fig. 4-la,

to approximately 15 feet for Fig. 4-ic, to approxima tely 12 feet for Fig.

4-if. Average cross-range predicted position error and cross-range CEP,

however, show littl e change as a result of this parameter variation .

Hence, these plots are not included.

4.3 Recovery and Sensitivity Characteristics

4.3.1 Bad Initial Conditions. Bad initial conditions were set in

for kinemati c filter states wi th errors of 100 feet in relative position ,

100 ft/sec in relative velocity and 3 g ’s in total acceleration (relative

acceleration for comparative filter). Figures A-9 and A-10 compare the

total predicted position error for the interactive and radar-only filters

for scenario 1. As can be seen, the time to reach steady-state operation

is approximately the same (one second) for each filter, as is the magni-

tude of the initial transient.

4.3.2 One—Time Bad Measurement. A one-time bad radar measurement

was inserted Into otherwise normal measurement data at five seconds into

• scenario 1 , in order to examine the sensitivity and recovery characteristics

of the interactive filter as compared to the radar-only filter. This bad

measurement was formed by corrupting all the true kinematic values (range,

range rate, angles and rates) with +3a additive noise values , where a is

the appropriate standard deviation for each particular measurement.

Plots of total and cross-range predicted position error for both

the interactive and radar-only fi l ters are shown in Figures A-il through

A-14 . Cross-range CEP showed virtually no effect from the bad measurement

and hence is not Included In the plots. The response to the bad measurement

appears at six seconds, instead of five, because the plot shows position

L 
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error at the supposed time of projectile impact, wi th an assumed pro-

jectile time-of-flight of one second.

As shown in these figures, the interactive fi lter recovers quickly

from the bad measurements (about 5 to 10 measurement cycles) as does the

radar-only fi lter. The interactive filter shows a greater sensitivity

to this bad measurement as evidenced by the larger predicted position

error. The cross-range predicted position error plot for the radar-only

fi lter actually shows an improvement, rather than a degradation, at the

bad measurement. This Is likely due to a filter update which, because

of the particular combination of bad radar measurements, tends to lead

or anticipate the maneuver , at least as projected into the cross-range

plane. The interactive filter, with its different states to update, is

more sensitive to this bad measurement. An extension to this research

would treat the bad-measurement recovery and sensitivity problem by

• varying the magnitude and sign of the corruption composing the bad

measurement, rather than assuming the sam ± magnitude and sign of the

corruption for each Monte Carlo sample as was done in this research.

4.3.3 Unmodeled Radar Errors. Using scenario 1 , responses to

radar measurement errors consistently larger than modeled in the filters

are determined for both interactive and radar-only fi lters. This is done

by increasing the standard deviations of the white, Gaussian, radar

measurement noises by a factor of three. The radar noise levels are

sumarized in Table VII. The fi lter model is not changed and the measure-

ment covarlance matrix is as specified in Appendix E, Table E-lII. Also ,

aspect noises levels are not changed.

The resul ts of this comparison are plotted in Figures A-15 through

A- 20 . Average steady-state values of total and cross-range predicted

87



— ~~—.—-—~~
—-,--- 

~~~

_
‘ 

‘

~~~~~~~~~
‘
~~~~~~~

position error, and average CEP are, respecti vely, 20 feet, 10 feet and

35 feet for the interactive fil ter. These compare, respectively, to 50

feet, 20 feet and 50 feet for the radar-only fi lter. Aga i n, a factor of

at least two Is evident in the first two figures of merit and some im-

provement in the third . These results are sunniarized in Table VIII.

They demonstrate that, as with the radar-only filter , the interactive

filter is not overly sensitive to deviations in radar noise levels from

those modeled in the filter.

Table VII. Radar Measurement Noise Levels ,

Large Unmodeled Errors

Radar Measurement Actual Noise Level , Filt er Assumed Noise
la Level , la

Range 150 feet 50 feet

Agimuth Angle 6 mrad 2 mrad

Elevation Angle 6 mrad 2 mrad

Range Rate 150 ft/sec 50 ft/sec

Azimuth Rate 12 mrad/sec 4 mrad/sec

Elevation Rate 12 mrad/sec 4 mrad/sec
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Table VIII. Average Steady-State Performance Values , Wi th
Large Unmodeled Radar Errors (Values in Feet)

Total Predicted Cross-Range Predicted Cross-Range
Position Error Pos it ion Errors CEP______

Inter- Radar- Inter- Radar- Inter- Radar-
________________ 

Ac tive Only Act ive Only Active Only

Large Unmodeled 20 50 10 20 35 50Radar Errors

• Correctly Modeled 20 50 5 12 12 16Radar Errors

4.4 Aspect Error Analysis

Two forms of target aspect measurements are prov ided as inputs to

the aspect Kalman fi l ter--kinematically derived aspect and aspect based

upon pattern recognition derivates from electro-optical imagery data.

The latter of these two aspect measurement sources is simulated by corrup-

ting true aspect with white, Gaussian noise in all three channels-- yaw

(or heading), pitch and roll. Ki nematically derived target aspect, as

discussed in Chapter II and developed in detail in Appendix D, is a

function of estimated target velocity , acceleration and computed angle

of attack. Kinematically derived aspect is modeled in the fi lter as

having a 10 degree one-sigma uncertainty , as compared to five degrees

modeled for the E-O/PR aspect.

The estimated target aspect output from the Kalman fi l ter (both

propagated and updated values ) can be compared to true aspect to form an error

in all three channels. Thi s average error , along with actual one-sigma

deviations , Is plotted for scenario 1 in Fig. A-21. This can be compared

to error in kinematlcally derived target aspect, shown In Fig. A- 22

(Note the difference In ordi nate scales. )
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Standard deviation appears to be approximately 2 degrees for esti-

mated target aspect and approximately 2 degrees or less for the kinemati-

call y deri ved aspect. The guess of 10 degrees one-sigma for filter model-

ing of kinematically deri ved aspect is hi gher than the 2 degrees evidenced

here. However, the fi l ter anticipates (or, at least , models) a zero-

mean error which this clearly is not.

A bias of approximately 3-5 degrees is evident in the yaw channel

of Fig. A-22. This bias is likely due to a slight error in computi ng

angle of attack from load acceleration magnitude. Recall that the com-

putation of the kinematically derived aspect pseudo-measurements is

based upon a velocity frame definition which depends directly on the

value of angl e of attac k. ( See Appendix D.) An error in angle of

attack translates directly into errors in inertially-referenced heading

and pitch , the exact amount into each depending upon the value of roll.

For exampl e, at zero degrees of ro i l, ang le of attac k error translates

directly into only pi tch error. Whereas , at 900 roll , an angle of attack

error becomes a heading, or yaw, error. Note that for the nearly 90 degrees

of roll occurr ing in scenar ios 1 and 2 , an error in the computation of

angle of attack would result in a nearly equal error in the computation

of yaw.

4.5 Aspect Noise Analysis

4.5.1 Measurement Noise Increased. An E-O/PR aspect measurement

noise of five degrees (lo) in each aspect channel was assumed for the

baseline configuration discussed in the previous sections. Two additional

cases were run__lOo (la) and 25° (ia)--wi th the fi lter both aware and un-

aware , i.e., with the aspect measurement covariance both modeling and not

model ing the increased input noise strengths. The results for the 250
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case are shown for scenario 1 In Figures A-23 through A—30.

An increase from 5° to 10° in one-sigma measurement error has an

insignificant effect on performance, whether the proper noise strength i s

modeled in the filter or not. However , an increase from 5° to 25°
• one-sigma error degrades average predicted position error by about 35%

and average CEP by more than 75%, for the case of the fi lter unaware.

For the other case in which the increased aspect measurement noise in

included in the filter model , the filter appears to develop an instabil-

ity which worsens throughout the scenario. Average predicted position

error is approximately twice that of the 5° one-sigma case. Cross-range

predicted position error, in particular , shows a growing (and seemingly

periodic) instability . Average CEP for this case, however , is only about

25% higher. Inclusion of pl ots of error in kinematically derived target

aspect and Kalman filter estimated as pect helps to determine the nature

of the instability . When the aspect filter is unaware of the degraded

E-O/PR aspect measurements, the standard deviation of the error is greater

than that of the aware filter. However , its mean i s near zero s ince the
measurement data , although noisier than known by the fi lter, is corrupted

wi th zero-mean ncise. The other filter , aware of greater uncertainty
in the E-O/PR data, weights the kinematical ly derived aspect relati vely

more. Hence, the aspect filter output tends to track the input kinematic

data, as shown in Figures A-29 and A-30 . Each filter in this case is

tending to couple into the other increasingly bad information about target

aspect. Wi thout the stabilizing effect of measured aspect , the interactive

filter system seems to exhibit instability . This tendency is examined

further by eliminatin g the E-0/PR system altogether , the results of which

are discussed later In this chapter.
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4.5.2 Measurement Bias. A zero-mean , Gauss i an white noise was

added to each of the three aspect measurement channels for the baseline

configuration discussed in earlier sections . This measurement noise

attempts to simulate uncertainties introduced by the sensor and the

generic pattern recognition algori thm. Subsequently, a fixed bias of

five degrees was added to each of the zero-mean , Gaussian white noise

corruptions (with the filter unaware) to determine the sensitivity of

the interacti ve fi lter to aspect bias errors. Such errors mi ght be due

to imperfect pattern recognition techniques or to geometri c convers ions
from image frame to inertial frame. Figures A-31 through A-33 illustrate

the performance of the interactive fi lter with aspect measurement bi as.

All three figures of merit indicate only a slight degradation in per-

formance from the baseline configuration. Figures A-34 and A-35 respec-

tively illustrate the aspect errors from the filter and the errors in

kinematically deri ved target aspect. The apparent transfer of the bias

error directly into the fi l ter output in Figure A-34, is due to the

high weighti ng of the biased aspect measurement inputs , compared to the

l ower weighting of kinematically derived aspect, i.e., the filter was

not made aware of the measurement bias error.

4.5.3 Different Noise Model. The preceding analyses have been per-

formed using a relatively simple noise model for target aspect measure-

ments. True, inertial ly referenced , target yaw, pi tch and roll angles

were corrupted with white , Gaussian noise and input to the Kalman filter.

A more complex , and probably more real i stic, noise model was devised to

generate aspect measurements as follows. True, inertially-referenced ,

target aspect is transformed to image plane aspect via tracker azimuth

and elevation angles. This image plane aspect is corrupted with white ,

Gaussian noise and the resulting angles rounded to the nearest five

92



• degrees. This simulat~s a closest-neighbor/table-look-up pattern

recogniti on technique, like that discussed in Chapter II. The corrupted ,

rounded, image plane aspect angles are then transformed back into the

inertial reference frame and provided to the filter. This modeling

technique is used with filter unaware , i.e., the wh ite, Gauss ian noi se

model is still assumed in the filter for aspect measurements. This model

was run using scenario 1. The results of using this noise model are

insignifi cantly di fferent from results using the simpler model and , hence ,

the plots showing performance are not included . This result verifies

the robustness of the filter model to variations in input aspect noise

characteristics.

4.6 E-O/PR System Not Available

The section on Aspect Noise Analysis showed that performance of the

interactive fi lter diminished as E-O/PR measurement noise was increased.

The interactive fi lter can be restructured to eliminate E-O/PR measure-

ments altogether. In this configuration , only the kinemati cal ly derived

aspect pseudo-measurements are provided to the aspect Kalman fi l ter, i.e.,

the only external measurements to the i nteractive fi l ter are from the

radar system. The chief concern in thi s “bootstrap” configuration is

stabi lity. The resul ts for scenar io 1, illustrated in Figures A— 36 through

A-40, show that the steady-state performance of this system is somewhat

better than the radar-only comparative filter, until instability begins

to set in at about 4 seconds into the trajectory. Standard deviation of

the kinematically derived aspect error progressively increases between

4 seconds and 7 seconds and the error appears to become more osc il latory

toward the end of the 10-second trajectory, as evidenced in Fig. A- 40.
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The interactive filter system appears to require an external source of

target aspect measurements in order to avoid instability . A possible

extension of this research would be to tune this interactive (no E—O/PR)

system for maximum performance, which was not accomplished in this

research.
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V. Considerations For Real-Time Implementation

This chapter discusses several real-time inrnlementation techniques

and their appl ication to the computational system developed in the pre-

vious chapters. The benefit of a given technique can be measured quanti-

tatively only if it is applied to a specifi c programmi ng language and a

particular machine. Language- and machine-dependent imp lementation con-

siderations have been avoided in this feasibility demonstration in order

to assess the merits of the proposed interactive system irrespective of

detailed software and hardware structure. Hence, only a qualitative

judgment will be made on the benefit drawn from a particular real-time

implementation technique. The techniques considered are:

1. Parallel Processing

2. Sparse Matrix Techniques

3. Fixed—Gain Filter

4. Scalar Processing of Measurements

5. Quasi-Static Filter Approximation

6. Filter Linearizati on

7. Angle Approximations

5.1 Paralle l Process ing

The computational tasks diagramed in the flow chart of Fig. 2—2

and In the timing sequence chart of Fig. 2-10, need not be accomplished

In series. Updating of the kinematic fi lter and the aspect filters are

independent operations and could be done in paralle l . Likewise ,
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propagation for the two filters are unrelated and could be accomplished

by separate processors. Interaction between filters need occur only

after each propagation and update task has been accomplished. Fig. 5-I

illustrates how parallel processing may be utilized for the interactive

filter system.

The attempt has been made here to indicate how several independent

series of computations may be combined in a parallel structure. A de-

tailed implementation of parallel processing must account for minimu m and

max imum times to complete a given computational tas k, and attempt, wi thin
this constraint, to minimize dead-time in each processor chain. That

level of detail is not possible wi thout choosing a particular (repre-

sentative or generic) hardware/software structure.

5.2 Sparse Matrix Techniques

Real-time impl ementation of the interactive fi lter should consider

techniques for reducing computations associated with state and covariance

propagation. The need to compute state covariance in a real-time esti-

mator exists only if gain computations are required at update times.

The next section considers imp lementing a fixed gain fi l ter which elimi-

• nates the need either to propagate cr to update the state covariance matrix.

If such a simplifi cation is not permissible, this section considers a

technique for at least reducing the burden of integrating P, provided

that the F matrix is relatively sparse.

The matrix P is formed in terms of the elements of P according to

Eq (2-48). However, since P Is syninetric, only (n) (n+l)/2 t~rms ( in

this case , 55, since P is lOxlO) need be integrated. Al thougn F is not

syninetric, FP + PPT is syninetric and

FP + ~~ = FP + (FP )T (5— 1)
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It is convenient to form the expression above as follows: Form PP as

a matrix and add its transpose, (FP)T (which can be accomplished with
n(~+l) sums). Now form an (n) (n+l)/2 length vector of the unique

elements of this matrix sum. Add the corresponding unique elements of

the syniiietric GQGT matrix. The resul ting P vector can now be integrated

using a suitable integration algorithm. The result of this integration

is a P vector whose elements are the unique elements in the symmetric P

matrix. Because F is sparse , however , al l terms of F need not be re-

trieved from storage to perform this computation. All “zero ” elements

in F are flagged and no multiplicati on using these elements is performed.

Also , all “one ” elements are flagged and the corresponding elements of P

are added appropriately, without the unnecessary multiplication by one.

Values of only the non-zero, non-unity elements of F are required . Of

the 100 elements in F, only 13 are non-zero and of these only 7 are non-

• un ity. The computation of FP, for example , is reduced from 1000 multi-
plies and 900 adds to 70 mul tiplies and 30 adds. Another alternative ,

since F is so sparse, is to simply write out scalar equations.

5.3 FIxed Gain Fi lter

The update equation for the interactive extended Kalman filter developed

• in this research computes measurement update gain by the equation ,

• Kk = P~H
T(HP~H

T , + R) ’ (5-2)

where P , H and R are defined In Chapter II. The computation of gain

is time-consuming primarily because of the m x m matrix inversion where

m , here, is the length 0f the measurement vector. The following section

discusses eliminating the matrix inversion In exchange for m scalar In-

• versions. Another approach, which Is frequently used for simplifying
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linear Kalman filter implementations , approximates the variable gain , 1
~k’

with a fixed gain, K. This approximation is a reasonably good one for the

linear filter, since P tends to steady-state as governed by the propa-

gation model time constants, and H is constant. However, when both the

dynamic model and the measurement geometry are non-linear , as in our case ,

• P and H are neither constant nor reach steady—state values .

One approach to forming this constant-gain model would be to exami ne
• values of gain K for an ensemble of scenarios , ranges of states and engage-

ment conditions . Such a sensitivi ty study on K would also examine van -

• ations in P and H over the ensemble. The goal of such an examination

would be to determine the feasibility of modeling K as a piece-wise

constant function (or other s imple empirical func tion) of a small number

of ranges for state values. After the feasibility were established , a

• trade-off study would need to be made considering the reduced accuracy

and the need for table look-up procedures inherent in this approach.

Drastic gain variations from scenario to scenario might suggest an

adaptive technique for function evaluation . This is a potential area

for future research.

5.4 Scalar Processing of Measurements

The measurement update equation for the extended Kaiman fi lter de-

veloped in Chapter II uses a gain matrix wh ich is computed by batch

processing all six scalar measurements, i.e., updating both state and

covar iance only once with the combined effect of all s ix measurements ,

thus requiring inversion of (HP H1 + R). An alternative approach ,

which eliminates the 6x6 matrix Inversion , uses the scalar formulation
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U
of the update equation . Each of the six scalar measurements Is processed

Individuall y, so that the matrix inversion is replaced with simple scalar

inversions. In this technique, both state and covarlance are updated

after each scalar measurement, necessitating as many separate updates as

there are measurements , In this case, s ix. However , this additional
computational burden is offset by the elimination of the matrix Inversion ,

a time-consuming task.

5.5 Quasi-Static Filter Approximation

The state dynamic equation [Eq (2-2 )]is non-linear In that normal

load acceleration magnitude is modeled by the equation

= a + 8e~~ (2-6)

where ~~Is a state and is modeled as a zero-mean , first-order Gauss-
Markov random process , and Is in units of g ’s. [The factor g In

Eq (2-16) converts aN to ft/sec
2.] The direction of normal load accele-

ration is given by the unit vector TN provided from the aspect angle
filter. As discussed In Section 2.4.1, the change in £ and Is small

• enough during the propagation Interval to assume them to be constant.

Hence, F (In Eq (2-52)] may be considered piece-wise constant. With

this approximation, the state covarlance matrix may be propagated using

the piece-wise constant state transition matrix instead of by Integrating

P equatIon (Eq (2-48)) directly, I.e.,

P(tk+]~tk) s(tk+1,tk) P(tk,tk) •
T(tk4l ,tk)

(5—3)
ftk+1

+ J (t k+l ,T ) GQGT •T(tkl ,t)dT
tk
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where

= s
~
(tk+1

_t
k) = exp [Ft~(tk+l -tk

)]

and

Ft~ 
= F[tk; ~

(tkIt k)]

I 0

0

16x6 0

= , y~10(t tk)gBye k 
~ N~n

Y
~1o

(tk ttk)g8ye 
~ N~e

‘ii ~~lO (t k ttk)gBye 
~ N~d-r 

-
~~~~~ 0

• b - c  0 0

04x6 ~~0 0 0

! o o  a -~~~~~~

(5—5)

The advantage of this approach Is that the multiplications and the

Integrations In Eq (5-3) may be carried out explicitly prior to imple-

mentation, thus elimi nating the need for real-time Integration of the
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state covarlance matrix. The same is true, of course , for propagating

the state equation, I.e., Integration of Eq (2-46) is replaced by the

expl icit state propagation equation, —

A

i(tk+l Itk) = a(tk+l—tk) ~
(t
kItk) (5—6)

This technique has an advantage over numerical integration only if the

functions represented by 4’ and 14’GQGT4’
TdT can readily be stored and

utilized.

5.6 Filter Linarization

A l inearization technique may be utilized to approximate the pro-

bability density function for ~~ [Eq (2-7), Fig. 2-4) by a Gaussian pdf

with appropriate mean and variance. The state equations [Eq (2-1),

(2— 2), (2-5) and (2—8)] are replaced with the following linear state

model:

• !t/a 1t/a -

!t/a 
= g(aN 

+ !Na
)(1 N) + 

~~ 
+ g - Va/I 

+ 
~acc (5-8)

.

~~~

. 

= _ f ]
~~i~ + W (5-9)

— — ‘Sa

~N 
~~~~~~~~~~~~~~~~~~~~~~~~ (5-10)

a aJ4 a N

In this model , ~~ Is zero-mean, colored and Gaussian and aN is a
• a m

positive scalar parameter of such a value that the random process

(aN + 
~~ ) approximates, 

in some sense, the non-linear random process,
m a
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= a + Be~! , c..N(0,l) (5- il)

FIg. 5-2 illustrates the approximating Gaussian pdf for the following

cases :

1) the parameter aN and the vari ance of 
~~ 

equal , respectively,
the mean and variance of ~~~~, i.e., referring to Appendix C

aN = 

~ 
+ Be~~ : 3.47 (5-12)

2 2Y2 2
aN = B(e - e~ ) 5.835 (5-13)

or

a ~ 2.416 (5-14)aN
a

2) a~~ is set equal to the mode of

aN = a + Be~~ 4.885 
- 

(5-15)

and the variance of is set to such a value that the density functions
a

for and are set to the same value at their modes, i.e.,
a 2Y

= 
e 

~ 0.226 (5-16)

or

o : 1.765 (5—17)

3) Another approach could be used to determine a normal pdf to

approximate the non-Gaussian pdf so as to maximize the area overlap of
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the two pdf’s: Convolve the non—Gaussian pdf wi th a normal pdf whose

mean and variance are treated as parameters. Differentiate the convolved

function with res pect to both mean and var iance , set to zero, and so lve

the two resulting simultaneous equations for mean and variance values .

Case (3) has not been developed further. No sensitivity results from

Monte Carlo simulations have been obtained for any of these approximations.

5.7 Angle Approximations

Several angles are requi red in the formulation of the interacti ve

fi lter system-- r~, E , ~~, e , q and 
~t• 

Trigonometric functions of

these angles may be approximated , in order to simplify computations for

real-time implementation. One such simplifying technique approximates

the trigonometric functions of these angles by polynomial expansions.

The number of terms in these approximating expansions is determined by

the requirement for accuracy in a given relationship employing the angle ,

and by the range of values anticipated for the particular angle. While

~ and r~ have 2ff ranges, ~ and 0 have ranges of only n radians and

has a limi ted range of slightly over one-hal f radian (-5° to +25° ).

Polynomial expansions may have an advantage over table look-up interpo-

lation methods when memory storage is a premium. The expansion is formu-

lated as a succession of alternating mu l tiply and add operations, with

storage required only for polynomial coefficients.
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VI . Conc lus ions and Recommendations For Future Researc h

For the class of targets considered in this research, target orienta-

• tion provides information about current and future target motion beyond

that provided by point—mass observation systems such as radar. This is

true because of the interdependency of orientation and motion for the

vehicles considered. The methodology developed in coupling the electro-

optical and radar sensor subsystems through separate but interactive

Kalman fi l ter estimation algorithms in order to enhance target prediction

capabilities is a unique contribution to the field of target motion state

estimation.

The particular mechanization of this concept is one in which

1) normal load acceleration magnitude is modeled realistically by a

non-l inear function of a time-correlated Gaussian random process,

2) direction of normal load acceleration is provided by offsetting the

• Kalman-estimated target attitude by kinemati cally derived angle of attack

• (using the aerodynamic lift equation), and 3) the target aspect filter

is provided with measures of target aspect, not only from (simulated)

pattern recognition derivates of eiectro-optlcal Imagery data , but also

from kinemati cally derived target aspect, whi ch Is based upon estimates

of target velocity , accelera tion and angle of attack. This unique system

for dynami c Interchange of motion and orientation information serves

not only as a basis for future research In this fruitfu l area , but also

provides a particular formulation which has the potential for real-time

Impl ementation in a high-performance aircraft.
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The four air-to-air scenarios investigated in this research are

realistic and typical of engagements encountered in military combat

• missions. The high—g, break after roll , and nigh line-of-sight angle

rate maneuvers are generally considered diffi cult for point-mass track-

ing systems such as radar and non-imaging electro-optical systems.

These scenarios provide a good data base for performance comparisons using

the interactive filter.

The performance analysis demonstrated that the interactive fi l ter

provided better performance than a comparative radar-only filter in

all chosen figures of merit and over all four scenarios . Al though it

vari ed slightly wi th scenario, a factor of two improvement i s real ized

for target position prediction error (predicting one second forward in

time) using the interactive fi lter over the radar-only filter. For the

scenario in which successive target roll maneuvers and high line—o f-sight

angle rates were involved (scenario 4), the interactive fi l ter did signi-

ficantly better than the radar-only fi lter, recovering from the dramati c

maneuvers in approx imately two seconds , compared to more than s ix seconds

for the comparative filter.

The Interactive filter is not highly sensitive to choices for

“target-type” fil ter parameters a, B and y. Comparisons of performance

show some improvement, however , when these parameters are se lected to

match the trajectory acceleration profile. The particular parameter

choices implemented here kept a and y fixed and varied $. The pdf

shapes which resulted suggests that varying B alone is sufficient to

• provide the shapes needed in the fi lter model . This, in turn , suggests

a fruitful area for future research. This research area would attempt

to adapt the value of B on-line according to the value of normal load
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acceleration magnitude.

The interactive fi lter recovers quickly from one-time bad measure-

ments and is reasonably i nsens i tive to large unmodeled radar measurement

errors. Performance in the area of recovery and sensitivity to unmodeled

errors is comparable to that of the comparative radar-only fil ter.

Interactive filter performance deteriorates as electro-optical/

pattern recognition aspect measurement noise is increased . An increase

In measurement noise standard deviation from five degrees to ten degrees

has little effect on performance. An increase to 25 degrees, however ,

has a signifi cantly degrading effect. And , if the increased noise vari-

ance is also modeled in the filter measurement noise covariance matrix ,

the filter shows signs of instability. If the electro-opti cal/pattern

recogniti on aspect measurements are el iminated altogether , the filter

output becomes unstable. A potentia l area of research woul d investigate

techniques for stabilizing the filter in the absense of external aspect

measurements.

A five-degree bias added to all three aspect input channels at each

measurement update (but with filter unaware) results in only slight de-

gradation In filter performance. This is a significant result, as most

pattern recognition methods should be able to maintain bias uncertainties

below this level.

The more complex aspect noise model , in wh ich inertial as pect is

converted to the image plane , corrupted wi th white Gaussian noise, round-

ed to five-degree Increments, and converted back to inertial reference,

shows little difference In filter performance compared to the simpler

noise model used In the baseline analysis. This result Indicates some

Insensitivity to aspect noise type. It also gives credence to the table
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look-up technique inherent In several pattern recognition schemes.

Addi tional areas for future study can be recommended as a result of

this research. Probably the largest and most frui tful , i s the area of

applying specific pattern recognition techniques to electro-optical

Imagery data In order to extract or deri ve target aspect. An Important

concern In this area is the development of good models for aspect noise

corruptions for particular pattern recognition techniques . Other potential

areas include: on-line applicability in which computational efficiency

and storage requirements will be Important concerns for real-time imple-

mentations; better radar noise models; other implementations for inte-

grating electro-optical and radar sensor systems; a comparison of the

l inearized offset-Gaussian dynamic model with the non-linear model in-

vestigated here; the investigation of an interactive system in which both

motion and orientation data are provided by an imaging electro-optical

sensor , such as the one currently being developed by the AF Avionics

Laboratory; application of this technique to other types of problems

including (1) ground-site tracking of a cooperative (instrumented test)

aircraft in which attitude is being telemetered to the ground tracking

site, (2) ground-site tracking of an uncooperative target, and (3)

electro-optical tracking of missiles.
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APPENDIX B

Coordinate Transformations

Thi s append ix conta ins deta il s of coord ina te trans forma tions used

to formulate the interactive filter:

B—l . Inertial to body (Euler angles )

B-2. Tracker base to tracker line-of-sight

B-3. Tracker line—of-sight to image plane

B-4. Image plane to target body

B-5. Tracker base to target body

B-l. Inertial to Body (Euler Angles)

The inertial right-handed coordinate frame is oriented as:

x 1 
- north

y1 
- east

z 1 
- down

The aircraft body right-handed coordinate frame is oriented as:

- out nose

• 
~~~b - out right wing

- down through aircraft underside

The followi ng specific set of Euler angles is determined as those rota-

tions required to re-orient the aircraft from the Inertial frame orienta-

tion to the current body frame orientation. Angular rotations are made

in the order yaw, pitch and roll. Zero yaw, pitch and roll correspond

to the aircraft oriented toward the north, right wing toward the east

and ai rcraft underside down.

*, yaw

Yaw is rotation about the z’ axi s , positive about z ’ In the
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right-hand sense , i.e., positive clockwise looking down the +z1 axis.

X I xl

fort

east

Cos* Sin* 0 x ’ x1

y~ I = -Sinip Cos~j, 0 y1 
= T~ y1 (B—i-i)

0 0 1 z 1 z 1

where T~ = transformation from frame I to frame 1.

e, Pitch

Pitch is rotation about the newly created y
~ axis. Positive pitch

Is a clockw ise (CW) rotation about the +y’ axis.

2X

X ’ _~~~~~~~i$yi y2
hor i zontal

~~

2

down

x2 Cose .0 -Sine x~ x~
0 1 0 y

~ 
= T~ y1 (B-l—2)

SinO 0 Cose 2 1 z I

156

±5 -.5——-—-- -

— ----~~~~ ----- -~~ — -• - ----- -~~~~~~--——- - - --- --- -—- - - 5- - •



-~~~~~ - 
—

•, Roil

Rol l is rotation about the newly created x2 axis. Positive roll is

a CW rotation about the +x 2 axis.

longitudinal axi s• of body

~~

• right wing
of body

underside/
of body

2b

1 0 0 x2 x2

yb 
= 

~~~~~ = T2 ~,,2 (B-1-3)

z’~ 0 -Sin$ Cost z2

Combining in the proper order , the overall transformation from

inertial coordinates to body coordinates is given by:

[x ’ x’-

= T~ T~ T~ [
~
] = T~ [.

~
] (B-l-4)

where

ceoi, ces* -se

~ s~sec~,-c~s* s~Se Si1,+c~op s~ce (B-l-5)
cssec*+s.s* c*ses*-s c~p c~co

and C and S denote cosine and sine respectively.

B-2. Tracker Base to Tracker Line-of-sight

The transformation between the inertially stabilized tracker base (tb)

frame and the cartesian tracker line-of-sight (tl ) frame is determined by

the measured azimuth and elevation angles , n and F respectively. The two

tracker frames are aligned whenever ~ •r~= 0. y
~

1 is always kept aligned
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with the elevat ion pi vot ax is of the tracker , i.e., in the horizontal

pl ane and perpendicular to xtI .

- — -I
— — — —

-

,

,

,

~~~~~~~~~~~~~~~~~~~~~~~~ .Lcj n  17(North)
— IS -.

5
5 I 9

1.1 5 5

y
’•l

ztl

~tb (Eas t) ztb (Down)

Fig. B-i. Tracker Line-of-Sight Geometry

n, Azimuth

Azimuth is rotation about the ~
tb axis. Positive azimuth is a CW

rotation about the +~tb axis.

~~ ~I

north n

zt~
),z~ ~tb

east

x 1 Costi - Sinn 0 ~
tb 

~
tb

-Sin~ Cosri 0 ~tb = T~~ ~
tb (B-2-l)

z1 0 0 1 ztb 
~
tb
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E,~ Elevation

Elevation is rotation about the newly formed y1 axis. Positive

elevation is CW about the +y~ axis.

~~ Cos~ 0 -Sine x~ x~
yt) = 0 1 0 y

~ 
= T~~ y1 (B 2 2)

z~ Sine 0 Cos~ z~

The overall transformation from iner tiall y stabilized tracker base
to tracker line-of-sight is given by:

~
tb 

~
tb

yti = T1 1tb ~tb 
= )~tb (B-2-3)

~ 
2tb

where

C~C~ C~S~
T~

’ = -S
~~ C~~ 0 (B-2-4)

- 
• S~C~ S~Sr~ CF

B-3. Tracker Line-of-sight to Image Plane

The image plane geometry is shown in Fig. 8-2, where superscript i
denotes image plane.

-
• xi = y tl

y1 _z tI (8—3-1 )

zi _x t~
I

— 

X
i
i ~

tl

~~~ 
— ir ~,t1 (B-3-2)

z1J ~
tl -
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where

0 1  0 -

T~
1 

= 0 0 —l (B-3-3)

-l

xtl /as seen
- from tracker

Tra~~~~~~~~~~~~~~~~~~~~~\~~~~~ /

Fig. B-2. Image Pl ane Geometry

B-4. Image Plane to Target Body

The target imagery is provided to the pattern recognition subsystem

for aspect determination. The specification of aspect will be expressed

as Euler angles with respect to the image plane . The transformation

between the image plane (1) and the target body Ct) Is the same as

developed in B-i , except that the angles will be called image yaw, image

pitch and image roll. Zero image yaw, image p i tch and image roll will

occur when the target aircraft frame is aligned wi th the image frame,

i.e., the target nose Is to the right, the right wing Is up and air-

craft underside is the Image view. Use the same convention for positive
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angular rotations and make the following definitions :

• ~~ image yaw - rotation about +z~

0.t -~ 
image pitch - rotation about the newly formed lateral axis ,

positive out right wing, using right-hand rule.

4~, image roll - rotation about the newly formed longitudinal axis ,

positive out the nose.

The transformation between image pl ane and target body is given by:

xt X I

= T~ y~ (B-4-l)

zt 21

where

CO1Cg,1 Co1Sq,1 -Se1
T~ = S~1Se 1Cq’1— C~1STp. S~1Se~S +C4~1 CTp.~ S~1Ce1 (8-4-2)

C
~iSeiC*j+S~iS*~ 

c~1se1S*1-s~1c~1 C& J CD1
8-5. Tracker Base to Target Body

The transformations developed in 8-2 , B-3 and B-4 can be combined

to form the overall transformation from the inertially stabilized tracker

base to the target body. Once this transformation is obtained, the

inertially referenced Euler angles can be found directly by comparing

the terms with those of the transformation obtained in B-l.
tb I tl tb
t

where T~~, T~
1, and T~ are developed in B.-2, B—3 and B-4 respecti vely.

The transformation from inertial to body is available from B-i.

Si nce the tracker base is assumed to be inertially stabilized and oriented,

and the body, in this case , is the target, the transformations can be

equated. -
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T~~ 
= 1tb 

~ [t 1~ J (B-5-2)

The Euler angles can be obtained from this matrix equation as described

below . The Euler angles are restri cted as follows to achieve unique

angles.

1T < iji < 11

- 11
,2< e < 

iT12 (8-5-3)

- 11 < • II

Pitch may be obtained by equating the 1-3 elements .

-SinO = t 13 (B-5-4)

e = —arcs in t13 ( B 5 5)

Yaw can be found by taking the ratio of the 1-2 and 1-1 elements .

CosOSin~ — 

t12
CosoCosgi 

— t 1] (B 5 6)

t
= arctan ~~~ (B—5 —7 )

11

Finally, roil is obtained by taking the ratio of the 2-3 and 3-3 elements.

Sin~Cos O = !21 (8-5-8)Cos~CosO

t
• = arctan ( ?.~.) (B—5-9)-

• 33

If the arctangent algori thm used to obtain js and $ cannot distinguish

a (
~) rati o from a (±) ratio, the followi ng scheme may instead be used

to find i4s and $ . Since -it/2<e<n/2 , sign (CosO) is +. Therefore ,

sign(Sin *) sign (t12) • ( B— 5— i0)
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sign(Cos ii’) = sign (t11) (8—5— 11)

sign(S in •) = sign ( t23) (B-5-12)

sign(Cos •) = s i gn ( t33) (B-5- 13)

Assuming sign [Sin(O.O)] and sign [Cos(0.0)) is +, the un iq ue values of
t~t and ~ satisfy the following table whereâis either iii or 4.

Table B-I. An gles and Corres pond ing Tr igonometr ic Func tions

sign(SinS)+ sign(Sin5)-

sign(Coso)+ 0<6<71/2 -itt 2<6<0

sign(Cos6)- 71/2<6<11
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APPENDIX C

Statistical Characteristics of Modeled

Normal Load Accelera tion Magn itude

This appendix derives the probability density function (pdf), mean,

var iance, mode and autocorrela tion func tion for the magn itude of normal

load acceleration based upon the non-linear relation

= ~ + ~~~ (C- i)

where cx, B and y are target dependent pdf-shaping parameters, and

c is a zero-mean, unit-variance, Gauss ian random var iable . Later

consideration Is expanded to let c be a fi rst-order Gauss-Markov

process. Throughout this appendix , the letter “a” is used for

y is a positi ve parameter, and the trivial case of 8=0 is not considered.

The underbar (_) represents a random variable or random process.

Probability Density Function (First-order pdf)

The cumulative distribution function (CDF) for a is given by

PaCa) = P[a<aJ = P[a+8e~
’
~~a] = PE8e~~<a-cxJ (C-2)

= P(eY!~~~ ) = P[c4ln(~~~)]

1 a-ct
.~~

ç
~in 8 exp( 24)dx, a”u

B (C-3)

o a<c&
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Differentiating the COF, the pdf is given by 
I

— 1 
1 _ 2

~ 
,‘2~~ y(a~~) exp {—½ [—1n(~f-)] I , a>cz

= Y 
(C—4 )— (0 , a<cz

8<0

Pa (a) = P [e~!~~~ ] = P

— I l ir  ii ,a—ct— I -
(C-5)11 (a— ct) A2

= 

i_Jv~ ~~~~ exp(~~—)dA ,

0 
- 

,

Again , differentiating the CDF, the pdf is given by

pa(a) =~~~~~~
-uJ exp 

{4~ [~1n(?)]
2
} 

: :: - (C-6)

Combining these two cases for B, the final result follows :

I2~Fy Ia-ct~ 
exp{ -½[

~
ln(

~?)]
2
I ,~ >0

p (ct) 
- 

(C-7)
0

Mean

The mean of a = ~ + 8e~~ for the general case of c normal with mean
m~ and variance aE

2 , i.e., c — N(m
~
,a€ 2) , is given by

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~:: ~~~~~~~~~~~~~~~~~~~~~ ~~~
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ELal = a + 8E[e~~
] (C-8)

Using the moment generating function

M~(u) = E[eULJ (C 9)

and if ~—N( p ,a2 ), it is known that

2 2

M~(u ) = ~~~~~ 
(c-b )

Thus

E[a] = a +BM~ (y) = cx +8 exp(m
~Y+ Y

2cIE
2) 

(C-ll)

For the case under consideration, namely, E~-N(0, 1 ),
E[a) = a + Be T (C-12)

Var iance

• The variance of a = ~ + Be~’! where c_N(m~,a~
2) is given by

var(a) = E~[a - E(a)]2} = E(a2) - E2(a) (C-13)

E(a 2) = a2 
+ 2a8E[e~

’!J + 82E[e2~’!J
= ct2 + 2a8em

~~ 
+ 

~~~~~ +B2e2mC1+20C
2

Y
2 (C-14)

From the previous section,

a 2y2 ~~~
2y2

m ytS C 2(my~t~
C

E2(a) — cs2+2czBe £ 2 +82e c 2 (C-l5)

Hence,

var(a) = B2(e 2
~~~~Y _eaC

2
Y

2
)e~~

1
~~

9 
- 

(C-16)
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which , for c-.N(0, 1), becomes

var (a) = B2(e 2Y
~~~e~~~ (c l7) H

Mode

The mode (or peak) value for a is found by determining the value
of a at which the pdf has a zero slope. Differentiating the expression
for the pdf of a and setting to zero yields the equation

~~~~~
- ln(~~~) + 1 = 0 (C-18)

The mode value for a is the solution to this equation and is given by

• aM = a + 8e~
’ 

(C-19)

The peak value of the pdf is evaluated at aM and is given by

:1
2

Pa(aM) = 

~ ylBi (C-20)

Autocorrel at i on Funct ion

The autocorrelation function for the random process a = c t +

depends upon the autocorrelation function for the random process c
The dynamics of c are governed by the equation

c =  t
~~~ + w (.c-2l)— r

~~
— —

~~
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where is a zero-mean , white , Gauss ian no ise process such that

E[~~ (t+t )~~(t )J  = q(t) cS( r) (C-22)

If E[c 2(t )] is assumed known to be a2 for some initial time t0 Ct 0
then for some la ter time t , 0

It
cr2 = ~,

2(t,t0)a~ ~~~1 ~2(t,T)q(t)dr (C-23)
t to ito

where

•(t ,t
0

) = ,(t—t 0
) = e~~

tto~~
TC (C—24)

Assumi ng that q is not time-var ying, th is equa tion can be Integra ted to
yield

= e~~
t_to)1’TE[a~ - c%~ ç j  ÷ q~~, (c-25)

0 —

If is chosen to be ~~~~~~~~ , then the variance of c is not time-varying .

If , in additi on, q is set to 2/ti, c(t).N(0, 1) 4~-t. Under these conditions ,

the au tocorrel ation of c, where c..N(0, 1), becomes

R
~

(t 2o t i ) = E[
~t!~~

] = •(t20t
1
)E[~~~~~~ ] 

= e~~
t2tl ’h/’Tc o~

- (c—26)
= e t2_t1 ’)/’Tc

I 68
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Since is not time-varying under these conditions,

RC(t2,tl ) = R
~

(t2~t1) = R
~

(T) = RC (_ t )  (C-27)

where T = t2-t 1

so R~ (r) = e~~~
T l 1

~
/TC (C—2 8)

Now, under the assumption that c..N(0, 1), the autocorrelation for ~,
is determined:

Ra(t 21t1 ) = E[a
~ 

~~~

= E{ [a+8e~~~2J[ a +8e~~ l]}

2/2 Y(Ct +Ct 
) (c-29 )

= a2+2a$eY +82E[e 2 1 
~

Define

~(t ,t ) C + C (C-30)

Now , c
~ 

and are each zero-m ean , normal with unit variance .2 1

Z(t  ,t ) is known to be normal since ~ and c are jointly normal .

Hence , the mean and variance of Z(t20t1) completely define its statistics.

mZ = EU + = 0 • (C-3l)
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0
var (Z) = E{[Z(t 20 t1) - ]2}

= EU £ 2 +2ct C + £2 1 (C-32)
t2 2~~l ~l

= 2(l+e~~
T i

~
ht C )

where T =

Note that for t = t (perfect correlation , since ~ and c are the

same), var(Z) = 4 since 2 = 2c. On the other hand , if t2 - t 1 is very

large , then var (Z)zo~ + a~ = 2. This is also reasonable since little
t2 ti

correlation exists between c and c for t - t large.

Since Z depends only on time difference ‘r and not on times t2 and t1,
- 
define

2(t) = Z(t20t1) (C-33)

where r = t2 
- t 1

Now,
y[!t2~~t1

) yZ(-r)
E fe } = E [e 3

= e~~
’
~~~

T ) +  
a~ ( ) ~ /2 (C-34)

= e

Eq (C-29) now becomes
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Ra(T) = ct
2
+ 2ctBe~~ + B2 Y (l+e ’

~~~ ) (c-35)

noting that Ra depends only on 1, not on t2 and t1. Ra(T) can be
written in the form

It Ra(t) = C1 + C~ exp I C3exp(- i. ~~.L)] (C-36)

where

C1 = a2 
+ .2a$e T 

(C-37)
2C2 = ~2~Y (c-38)

C3 = y2 (C-39)

Note that for smal l values of C3 (less than approximately 0.25),

exp [C3 exp(- ~~~~~~ )]  1 + C3exp(- ~~
) (C-40)

Hence , for this condition ,

Ra(T) C1 + C2(1+C3e
1h 1 /Tc) (C-4l )

Ra(T) c4 + C
5
e IT I /’t c (C-42)

where

c4 = C1 + c2 = a2+2aBeY
2/2

+82eY
2 

(C-43)

C5 = C2C3 = 8
2y 2e~

’ 
- (C 44)
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The following example illustrates the similarity in the characteristics

of the autocorrelatjon functions for normal load acceleration magnitude

and the zero-mean state var iable , C~

Exam ple
4

a 8, 8 = -4, y = 0.5
(c-45)

T
E: 

1 , q = 2

Exact solut ion: (Eq C-36)

Ra (T) = -8.522 + 20.544 exp [0.25 exp ( - It s ) ] (C-46)

Approximate solution: (Eq C-’42)

Ra(T) 12.023 + 5.136 exp (-Iti) (C-47)

These functions are plotted in Fig. C-i along with the autocorrelation

for C.
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APPENDIX D

Kinematically Derived Target Aspect

Yaw and Pitch From Roll Axi s Definition

Thi s section of Append ix D determines the correspond i ng values of
aircraft yaw and pitch assumi ng the rol l axis is defined by the inertial

velocity vector (assumes angle of attack is zero). The aircraft velocity

vector in inertial coordinates is given by:

= V~, (0-1) 
- 

-

V z

Define a unit vector in the velocity direction as:

Vx
iv~~~ 

V~, (0-2)

Vz

where

V = (V~ + V~ + V~ )½ (D-3)

The projection Into the x-y (horizontal) plane of this unit vector is

simply

Vx

V -

0

Yaw is the angle between this proj ection and the x axis. Hence, by the
• dot product rule ,
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E l 0 0] = X [(X)2 + (~~)2]½ ~~
(D-4)

V

0

= arccos( 2 2
\[(v~

) + ( V )  ]
~/

Pitch is the elevation of the total velocity vector above the x-y

plane. Recalling that inertial z is down ,

V~ = —V sin e (0-6) I -

e = —arcsin (~ -) (0—7)

Euler Angles from Target Kinematics

This section of Appendix 0 develops aircraft attitude from total

vel ocity , total acceleration and the relationship between angle of

attack , normal load acceleration and airspeed.

-
• 

First, load acceleration is defined as acceleration minus gravity ,

= It/ I 
- (D-8)

where

a
~,1 

= 

~~
.(v ,1) (0-9)

and g Is In the inertial z direction , with magnitude approximately 32.17

ft/sec2 at sea level. Coordinated flight is assumed (no lateral com-

ponent of velocity) and normal load acceleration is formed by removing

from the load acceleration any component of load acceleration along

the velocity vector,

±5-- ~~~~~~~~ - -5-~~~~~~~~~~~~~~~~~~~~~~~ - — _ - _ - —~~~~~~~~ - -•—~~
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~~~ 
a
L\~~ (0-10)aN aL \~ 

v2 )
t/I

t/ I

The transformation from i nertial to body axes , required in order

to obta i n Euler ang les , is given by

T~ = T~ T~ = T~(T~ )T (D-ll)

First , T~ is obtained . Velocity is along the xV 
axis , normal load

acceleration is along the negative z’1 axis and y” completes the right-

hand frame. For brevity, let the components of be denoted as

Vx o Vy o and V .

Hence ,

Vx 
_a

N
12 aN

= ___  (D-l2)

Since the second column of T~ is to be perpendicular to -bOth Vt/I
and aN, the d irection of this column vector is along the cross-product

of ~~~ and aN. Using the skew-syninetric matrix form of the cross-

product rule ,

-V V -aNz _ x
12 V

V —V -aNz -  x 
____

‘22 = - v— aN 
D—13

-V V -aN
t .__x. _.

~~
. 0 z

32 V V aN -
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- ±5

P- p

t 12 
_ V a

N + V a N

t 22 = V:aN 
- V:aN (0-14)

t32 ~
V
Y
aN + V a N

The veloc ity frame mus t now be rotated thr ough the ang l e of

attack to form the body frame as illustrated in Figure 0—i .

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~
b 

~
v

Fig. D-l. Angle-of-Attack Geometry

COS a 0 -sifl~~
T~~= 0 1 0 (D-15)

sln ct 0 cos a

(An expression for angle of attack will be developed later In this

section relating It to load factor and airspeed.) Combining the two

transformations,

T~ = r~ T~ - (D- 16)
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V Ccz aN ~ ~ V Ca aN Sc*
x + x y + y Z + 2

= 

y N N  Z N X x N  
Va~~~

’
~ 

(0-17)

XSa 
aN Ca 

~Sct 
- 

aN VZSz 
aN

V aN V aN V 
- 

aN

Where C and S represent cosine and sine, respectively. From Appendix B,
T~ is known to be

CeCij, ces~p -Se
= S~SQCI)-C~S~

) S~SeSip+C4~C~t, S$Ce 
(0-18)

C,SeC*+S,S~
,1 C~SOS~jI

...S$C~ C~CO

Hence, solving for q, e and • by equating terms,
V C a  a Sa a S a

= arctan (( ~ + y 
___ + x (D19)aN I aN

V C a  aN r2

e = -arscin ( -
~~ 

+ Z (0 20)aN
V a  - V a  a Cux N  y N

~ 
V
~
Sct N2• = arctan [C 

~ 
)/ ( v - _____ -

aN aN

Angle of attack can be related to load factor and airspeed

through the aerodynamic lift equation ,

nW = L ½PV2CLS 
= ½PV2CL

(ct_ c*O)S (0-22)
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n = load factor (g ’s)

W = weight (ibs; assume sea level gravity)

L = l ift force (lbs = slug ft/sec2)

p = air density (slugs/ft3)

V = airspeed (ft/sec)

C1 
= coefficient of l ift (dimensionless)

C1 
= coefficient of lift for ~ (dimensionless)a

a = angle of attack (radians)

a0 
= angle of attack for zero lift (radians)

S = effective airfoil surface area (ft’)

This equation provides a good model of a and load factor over the full

flying range of the airfoil. The coefficient C1 is fairly constant

to within a few degrees of airfoil stall.

Solving for a - a0,

a - a0 = K(s) (0-23)
V

where

K = 2W (0-24)p 1

is assumed zero for synmietrical airfoils such as the F-4 and is

only a few degrees for other modern fighter aircraft without syninetrical

airfoils.

Example.

The following example illustrates the use of this procedure to

obtain target aircraft attitude from target velocity and acceleration .

The data is from a typical FASTAC simulator scenario at approximately

20,000 feet altitude. The usual north-east-down Inertial system is used.

f
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Given :

V~11 
= [563.95 510.25 19.58) ft/sec, V = ,~‘= 760.77 ft/sec (0-25)

= [130.61 -138.33 98.12] ft/sec2 (D—26)

Al so for comparison, the actual values of target attitude Euler angles ,

available from the simulator, are given as

lj) = 21.46°

o = —8.32° (D—27)

• 
= -107.28°

Following the procedure outlined earlier,

= [130.61 -138.33 65.95] (D-28)

- - 
a~ 

= 0.00754 (0-29)
‘v-ti’’

130.61 563.95 126.36

aN = -138.33 - (0.00754) 510.25 = -142.18 (D-30)

65.95 19.58 65.80

laN i = 201.28 ft/sec2 = 6.26 9 ’ S (D— 31)

VX/V 0.741 aN /aN 0.628

Vy/V 
= 0.671 , aN /aN 

= -0.706 (D-32)

Vt/V 0.Ô26 aN faN 0.327
z

Assume a0 
= 0

180
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a = K(!~ ), where n = )
~ 6.26 9 ’ S (0-33)

A good approximation for p for altitudes up to 35,000 feet [30] is

p = 0.002378 [1 - 6.879 x 10 6h]4 2 5 8 slugs/ft3 (0-34)

where h is in feet.

h = 20,000 feet

p = (0.002378)(0.532) = 0.00127 slugs/ft3

CL 3.4
2S = 5 30 ft

W = 1210 slugs x 32.17 ft/sec2 = 38,925.7 lbs

K = 
2W 

= 34,018 (ra~ (ft2)
PCL S sec2a

a(rad ) = 34,018 
~ 

6.26 
2~ 

= 0.368 rad = 21.1° (0.35)
(760.77)

Substituting equations 0-25, 0-30, D-3l, 0-35 into equations 0-19, D-20,

0-21, the deduced target aircraft Euler angles are computed to be

= arctan = 22.08°

0 = -arcsln (0.142) = -8.16~ (0-36)

• 
= arctan (:g:)~ = -107.33°

Comparison of equations 0-27 to equations D-36 demonstrates the

feasibility of this technique for deducing approximate aircraft

attitude from kinematic observations.

The methods of the two sections are compared in Table 0-1 for

this particular example. The superiority of the second method is

clearly evident.
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Table 0-I. Aspect Angle Determination, Example

True Method Without Method Using
Angle of Attack Angle of Attack

Yaw 21.46 42.14 22.08

Pitch -8.32 -1.47 -8.16

Roll -107.28 (not computed in -107.33
this method)
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APPENDIX E

Pre-Tuning and Tuned Filter Parameters

Table E-I. Kinematic Initial State Covarlance, p~

Kinematic Initial State Covariance, P0

Element State Value Represents(la)

P11 1’t/a~ 
100 10 feet

P22 
~
t/ae 

100 10 feet

P33 ~t/a~ 
100 10 feet

P44 Vt/a ’ 100 10 ft/sec

P55 Vt/a’ 100 10 ft/sec

P66 Vt/a ’ 100 10 ft/sec

P77 6a~ 4096 2 9

ISae 4096 2 
~

P99 6ad 4096 2 g

P101 0 1 1

183
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Table E-II. Kinematic Modeling Covariance, Q

Kinematic Modeling Covariance, Q

Element Derivative Pre-Tuning and Tuned Value

Qii ~t/a~ 
1024

1024

Vt/a’ 1024

6a~ 256

Q55 ~
ae 256

256

2
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Table E-III. Kinematic Measurement Covariance, R

*Kin~~ tic Measurement Covariance, R

Element Measurement Value Represents (la)

R11 Range, r 2500 50 feet

R22 Azimuth, i’-, .000004 2milli radians(mrad)

R33 El evation , ~ .000004 2 mrad

Range Rate, ~ 2500 50 ft/sec

Azimuth Rate, i .000016 4 mrad/sec

R66 ElevatiOn Rate, ~ .000016 4 mrad/sec

* a2 far each measurement Is the same as the corresponding element of the

R matrix , i.e., no mismatching of actual noises and filter’s noise

model , for the baseline filter configuration.
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Table E-IV. Aspect Initial State Covariance,
0

Aspect Initial State Covariance, 
~a0

Element State Value Represents (la)

* 16 4 degrees

0 16 4 degrees

4, 16 4 degrees

1’a44 ‘ii 100 10 deg/sec

~a55 0 100 10 deg/sec

4, 100 10 deg/sec

Table E-V. Aspect Modeling Covariance , 
~a

Aspect Modeling Covariance,

Element Derivative Pre-Tuninq Value Tuned Value
(deg2/sec 3) (deg 2Jsec 3j

Qa11 100 225

Qa22 100 225

Qa33 100 225

186
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Table E-VI . Aspect Measurement Covariance , Ra

*Aspect Measurement Covariance, Ra

Element Measurement Pre-Tuning And Represents (la)
Tuned Value

Ra11 ip(PR) 25 5 degrees

Ra22 o(PR) 25 5 degrees

Ra33 •(PR) 25 5 degrees

Ra44 q,(Kine) 100 10 degrees

Ra55 e(Kine). 100 10 degrees

Ra66 •(Kine) 100 10 degrees

* a2 for each actual E-0/pattern recognition measurement is set to the

corresponding value of Ra elements (1 ,1), (2,2) and (3,3). The re-

maining diagonal elements of Ra represent an a priori estimate of

uncertainty in kinematically derived target yaw, pitch and roll.
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Table E-VII. Remaining Fi lter Parameters, Interactive Filter

Parameter Descr iption Value

a Normal accel . parameter 8

Normal accel . parameter -4

y . Normal accel . parameter 0.5

t ,r ,rcl Non-normal accel . time 1.0 secn e constants (north, east (Pre-Tuning)
down directions) 4.0 sec

(Tuned)
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Table E-VIII. Radar Initial State Covariance , P0

41
Radar Initial State Covariance, P0

Element State Value Represents .(laI
P11 nt/an 

100 10 feet

P22 ~t/a~ 
100 10 feet

P33 ~t/a~ 
100 10 feet

P44 V I 100 10 ft/sec
t/an

P55 V t/a’ 100 10 ft/sec

P66 V ~ 100 10 ft/sec
t/ad

P77 a 4096 2 g
t/ a~

P88 at/a’ 4096 2

P99 at/a’ 4096 2 9
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Table E-IX. Radar Modeling Covariance , Q

Radar Modeling Covariance, Q

Element Derivative Pre-Tuning and Tuned Values

4096

at/a
l 4096 

S

Q33 at/a ’ 4096

Table E-X. Remaining Filter Parameters, Radar Fi lter

Pre—Tun I ng
Parameter Description Value Tuned Value

T Relative accel . 1.0 sec 4.0 sec
time constant
(north component )

T Relative accel. 1.0 sec 4.0 sec
time constant
(east component)

Relative accel . 1.0 sec 4.0 sec
time constnat
(down component)
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